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John Bollenbacher

MEASURING OFFLINE EFFECTS OF ONLINE SOCIAL MEDIA

Online social media is widely believed to have offline effects on society, including

in politics and public health. However, to date it has been difficult to establish causal

connections between online content and offline outcomes. In this work, I show how modern

causal inference methods and data science tools can be applied to link online causes to

offline effects, and measure the magnitude of these effects.

I note three significant points of the proposed method: 1. Online populations are iden-

tified with offline populations through linkage variables, such as the geolocation of online

users. 2. A metric of social exposure to online content is defined, and is used to estimate

the exposure of offline populations, 3. Observational causal inference methods including

causal graphical modeling are used to estimate the average treatment effect of exposures

on populations, leveraging existing domain knowledge of the offline phenomena to control

for confounders.

I demonstrate the proposed methods through a public health case study in which we

show that exposure to antivaccine content on Twitter reduced vaccine uptake during the

COVID-19 pandemic, leading to increased cases and deaths. Additionally, I detail the nec-

essary data collection and data preparation procedures, especially methods for identifying

the relevant online content (e.g. antivaccine tweets) and linking online users to offline pop-

ulations (e.g. via geolocation). Finally, I also demonstrate an individual-level mechanism

for the population-scale effects observed in the case studies; in particular, I show that when

an individual interacts with a single piece of online content, this changes their attention to

topics and sentiments toward named entities (e.g. people, places, groups).

This body of work advances social media studies by establishing methods for linking

online causes to offline effects, defining the limits of these methods, and demonstrating a

plausible mechanism by which these effects may be produced.
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CHAPTER 1

INTRODUCTION

Online social media is widely believed to influence society, especially in domains like

politics and public health. For over a decade now, there has been intense academic study of

social media’s impacts, with significant success in analyzing the online social phenomena

and some success in demonstrating offline effects. However, it remains difficult in general

to prove and quantify offline effects of online social media activity. In this dissertation,

I propose and demonstrate a methodology for linking online causes to offline effects on

society and explore plausible mechanisms for these effects.

1.1 Motivation

Strong methods for linking online causes to offline effects may be of significant scientific

utility in a number of domains. Social media content has been hypothesized to induce a

variety of effects in populations including changes in exercise habits [1], increases eating

disorders [2], worsened mental health [3, 4], changes in vaccination decisions [5], financial

market effects [6], changes in citizens’ voting behaviors [7], changes in politicians’ legisla-

tive votes [8], increases in political protest activity [9, 10, 11], increases in hate crimes [12,

13], and even inciting genocides [14]. Enabling us to better understand and quantify these

kinds of effects is the primary motive for this work. Some of these hypothesized impacts

of social media are well proven and quantified, but most are not. This work aims to en-

able researchers to approach these hypotheses with stronger methods, to more rigorously

establish causation and quantify the magnitude of these effects.
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1.2 Aims

The primary aim in this body of work is develop a methodology for causally linking on-

line social exposures to offline outcomes in populations, and quantifying the magnitude of

these effects. This methodology will be grounded in prior literature on the philosophy of

causation, causal inference methods, and prior causal studies of social media. I will clearly

define the limits of the methodology, state the conditions under which it can be applied,

and demonstrate its use in a major case study. This methodology is the central contribution

of this work to the field of social media studies.

A secondary aim of this work is to propose a plausible set of mechanisms by which

social media activity might produce the observed population-level effects through measur-

able effects on individual users who are exposed to social media content, and take steps

toward demonstrating these mechanisms. This study of plausible mechanisms is a key part

of making justifiable claims of causation in social media studies.

1.3 Approach

In this section, I’ll outline in brief my approach to these aims in this work. I’ll start by

reviewing the literature on philosophy of causation, causal inference methods, and prior

causal inference work in social media studies (Chapter 2). Through this review, I’ll assess

the applicability of various causal methods and definitions of causation for our purposes

in social media studies. Throughout this assessment, I’ll apply a pragmatic criterion for

evaluating the definitions and methods: namely, does the definition allow us to address our

goals of identifying and managing the offline effects of social media, and do the inference

methods allow us to appropriately quantify and model these effects considering known

confounders?

Next, I’ll outline the methodology for linking online causes to offline effects (Chap-

ter 3), consisting of three key points. First, online users are linked with offline population

2



groups via linkage variables such as geolocation and demographic features (Section 3.2).

Second, I’ll define a metric of social exposures to online content, and show how it can be

used to estimate the social exposures of offline populations for causal inferences involving

online social exposure and offline outcomes (Section 3.3). Finally, having obtained tempo-

ral data for both online exposures and offline outcomes in many populations, we can apply

modern causal inference methods and domain knowledge about the offline phenomena to

estimate the magnitude of effects of online social exposure on the offline population out-

comes (Section 3.4). This chapter will also detail limits of the method (Section 3.6) and

illustrate the method with a brief summary of one of the case studies, with special focus on

the three main points of the method outlined above (Section 3.7).

The following chapters will be a series of case studies. The first case study exemplifies

the typical data collection and processing methods required to obtain robust estimates of on-

line social exposures in offline populations (Chapter 4). The second case study (Chapter 5)

demonstrates the use of the method proposed in Chapter 3 in the public health domain, and

establishes that exposure to online social media content can indeed have significant effects

on public health outcomes. The final case study illustrates a more traditional non-causal

analysis in social media studies, representing the kind of work I aim to move beyond and

improve (Chapter 6).

Finally Chapter 7 is an exploratory analysis of proposed mechanisms by which these

observed population-scale effects may be enacted through effects on individual people. I

propose that social media content induces “memetic effects” in individuals, namely changes

in their attention, sentiments, and beliefs. My analysis demonstrates that individual inter-

actions with online content do induce such memetic effects, and that these are strongest in

the initial minutes and hours after exposure but that effects persist into subsequent days. I

hypothesize that these effects may accumulate and reinforce through constant, repeated ex-

posures to similar content, leading to large, long term effects on behaviors, and that these

resulting individual behavior changes constitute the population-scale effects I observe in

3



the case studies.

Together, this body of work provides a starting point for future work that assesses the

offline effects of online social media.
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CHAPTER 2

LITERATURE AND CONCEPTS OF CAUSATION FOR SOCIAL MEDIA

STUDIES

I aim to demonstrate a method for linking online causes to offline effects. This a special

case of a broader class of problems called observational causal inference, in which we can

only observe the system we’re studying and cannot intervene on it as one would do in a

classic experiment. In this chapter, I’ll look at the foundational principals of observational

causal inference and how they might be applied to perform causal inference in social media

studies.

I’ll start with a brief overview of philosophical theories of causation. Next, I’ll review

causal inference methodologies. Finally, I’ll look at major prior works in social media

studies which have used causal inference methods. Along the way, I’ll define some key

concepts in causal inference, and discuss how causation might be operationalized in social

media studies.

2.1 Overview of Philosophy of Causation

The philosophy of causation has a long history from antiquity to the present, and con-

tains difficult problems without generally accepted solutions. In this section, we’ll restrict

ourselves to a concise overview of contemporary positions about what may constitute cau-

sation: what does it mean for A to “cause” B (see Table 2.1)? Although abstract, having

clear definitions and terminology for causation is critical to beginning a study of causal

methods and applying them appropriately to new domains.

Regularity Theories. The regularity theories of causation originate with skeptical philoso-

pher David Hume [15]. Hume posited that it was impossible to truly know know about
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School Gist Key Authors
Regularity
Theories

A causes B if A always precedes B David Hume

Counterfactual
Theories

A causes B if B would not happen if A did
not happen

David Lewis, J.L.
Mackie, John
Stuart Mill

Causal
Mechanisms

A causes B if an identifiable mechanism
links A to B

Peter Machamer,
Lindley Darden,
Carl Craver

Probabilistic
Theories

A causes B if A increases the probability of
B

Patrick Suppes,
Ellery Eells

Manipulationist /
Interventionalist
Theories

A causes B if manipulating A changes B James Woodward,
Judea Pearl

Process Theories /
Transmission
Theories

A causes B if A transmits a certain
conserved physical quantity to B

Wesley Salmon,
Phil Dowe

Causal Powers
and Dispositions

A causes B if A has the intrinsic power to
bring about B

Nancy Cartwright,
Stephen Mumford,
Rani Lill Anjum

Table 2.1: Main contemporary schools of thought in philosophy of causation

causal relationships or even prove causation is a real principal in the universe. In practice,

the best we can do is observe regularities of occurrences, or “constant conjunctions” as

Hume puts it. For the regularists, what we really mean by “A causes B” is merely that we

have always observed B to be preceded by A. By logical induction, we assume that A is

related to B, but we can’t ever truly prove it. Regularist theories have the virtue of simplic-

ity, but their skepticism is unnecessarily restrictive on our ability to learn causal facts about

the world, which is why Humes initial position is no longer popular with contemporary

philosophers of causation. Nevertheless, this skeptical attitude toward causation remains

influential in some disciplines today, notably including many social sciences rooted in ob-

servational inferences, which often eschew causal claims.

Counterfactual Theories. The counterfactual theories of causation, as exemplified by

David Lewis’s 1973 paper “Causation” [16], ask the question: if A had not happened,

6



would B still have happened? In this counterfactual perspective, we assert that A is a cause

of B if and only if B only happens in hypothetical scenarios where A happened. A refined

version of this idea was also developed by J.L. Mackie, who defines a cause as an “Insuf-

ficient, but Necessary part of an Unnecessary but Sufficient condition” (called the INUS

condition) [17]. Pragmatically, this definition of causality has the virtue of being similar to

what people tend to want to use causal reasoning for: to understand hypothetical counter-

factual circumstances. However, the theory often is somewhat difficult to operationalize in

the sciences, owing the the difficult of fully modeling counterfactuals in complex systems

or scenarios.

Causal Mechanisms Theories. Contemporary mechanistic theories of causation are ex-

emplified by the 2000 paper “Thinking about Mechanisms” by Lindley Darden, and Carl

Craver [18]. In the mechanistic theories of causation, the key criteria for causation is that

we are able to identify a chain of simpler mechanisms that connect A and B. This theory

is rooted in the principle of scientific reductionism, wherein we try to explain phenomena

by deriving them from simpler known phenomena. This idea of causation is often con-

sidered the gold standard for causal thinking in physical sciences, where systems can be

fully modeled in theory and controlled in experiments. However, it necessarily precludes

making causal claims about processes that are too complex to model with complete fidelity,

such as many processes in biology or social science. Scientists outside the physical science

often accept mechanistic causal theories in principle, and yet still use orthogonal notions

of causation to support their study of more complex systems.

Probabilistic Theories. Probabilistic theories of causation emerged in the mid 20th cen-

tury in response to the difficulties of applying the existing theories of causation to scien-

tific work outside the physical sciences. The probabilistic notion of causation says that

A causes B if B is more probable conditional on A, considering all other relevant factors.

Clive Granger and Patrick Suppes respectively introduced this idea to statistics in 1969 and

7



philosophy in 1970 [19, 20]. Recently, Ellery Eells has updated the probabilistic notion of

causation to better account for the intricacies of causation in complex systems [21]. The

probabilistic idea of causation became popular in some scientific disciplines because of

its easy operationalization in a wide range of circumstances (e.g., via Granger causality,

discussed below). The down side of this easy operationalization, however, is that it is of-

ten sloppily applied by failing to properly account for other influences on outcomes. This

problem has lead to accusations that the probabilistic causal theory underspecifies what it

means for A to cause B, leading to ambiguities and false attributions.

Manipulationist / Interventionist Theories. In manipulation-based theories of causa-

tion, A is said to cause B if and only if manipulating A changes B. This theory is the

straightforward interpretation of the causation present in Randomized Controlled Trials

(RCTs), which are often considered the gold standard for causal inference outside the

physical sciences. This theory was explained in detail by James Woodward in his 2003

book “Making Things Happen: A Theory of Causal Explanation” [22] and used as a foun-

dation for Judea Pearl’s work on causal graphical modeling [23]. Interventionist theories

of causation have a number of philosophical advantages: (i) They match what scientists

often do in practice (such as in RCTs), (ii) they capture a pragmatic goal of causal under-

standing, namely enabling manipulation or control of a system, and (iii) they are generally

compatible with other theories of causation, such as mechanistic or probabilistic theories.

Process Theories. In “process theories” of transmission, the key idea is that A causes B

if and only if A transmits a conserved quantity (such as information or energy) to B. This

idea was developed by Wesley Salmon [24] and Phil Dowe [25] to: (i) put causation on

a physically realist footing, where it is an ontologically real process, rather than a mere

epistemic convention, (ii) address a number of shortcomings in prior theories of causation

(regularist, probabilistic, counterfactualist), and (iii) accommodate the processes of new

physics (e.g., quantum physics) within the logic of causal philosophy. Although abstract,

8



process theories have a number of virtues, chiefly that they are largely compatible with

other theories (e.g., mechanistic, probabilistic, and manipulationist) while offering greater

specificity and explanatory power in some circumstances. In practice, however, process

theories of causation are most often not directly operationalizable, and so process theorists

must lean on other causal theories that are compatible with them to operationalize causation

in science.

Causal Powers / Dispositionalist Theories. The causal powers theory of causation posits

that objects possess intrinsic properties or powers that inherently determine their causal ef-

fects. Unlike theories that see causation as mere regularity or counterfactual dependence,

the causal powers perspective grounds causation in the nature of the entities involved. A

causal dispositionalist might say that A causes B if A has the intrinsic property of being

able to bring about B. These theories are promoted by Nancy Carthwright [26] and Stephen

Mumford & Rani Lill Anjum [27]. For these theorists, this approach offers some advan-

tages: (i) it is realist, in the sense that it asserts that causation is an ontologically real process

rather than a mere epistemic observation, (ii) it allows for context sensitivity, recognizing

that the same object can have varying effects based on different conditions; (iii) it offers a

more holistic view of causation by integrating the inherent tendencies or “dispositions” of

objects into the causal narrative. However, causal powers theories offer little to the working

scientist, as they are not clearly operationalizable.

2.2 Operationalizing Causal Philosophy for Social Media Studies

Rather than attempt to adjudicate the merits of these conflicting philosophies of causation,1

the working scientist may instead take a pragmatic approach wherein we define causation

based on the reason for making the causal claim. For instance, do we want to claim that

A causes B because we would like to know how we can change B by changing A? Then

1Although I do have strong opinions and a well-developed causal philosophy of my own.
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an interventionist definition of causation may be appropriate. So when operationalizing

the notion of causation in a new context, it’s critical to ask what the purpose of our causal

claims is, and how our audience may try to use these claims. So in this section, we’ll briefly

look at the common motivations for and interpretations of causal claims in the context of

social media studies.

One of our primary goals for making causal claims is to inform policy interventions

on social media to change the outcomes. Sometimes, we may also want to imagine coun-

terfactual scenarios in which an intervention had happened in order to attribute particular

known outcomes to specific preceding events (e.g., did some particular event determine an

election outcome). We are often also interested in predicting what is more probable to hap-

pen as a result of observed events happening now. Finally, we may also want to establish

that online and offline events are mechanistically linked for the purpose of better supporting

causal claims to jurists, policy makers, and other scientists, who often employ mechanistic

criteria in their understanding of causation and may ultimately be responsible for enacting

our proposed interventions.

These motives for proving causation pragmatically suggest that the Interventionist,

Counterfactual, Probabilistic, and Mechanistic theories of causation may be most relevant,

so we’d like to employ methodologies that give us tools and opportunities to satisfy these

philosophical criteria in a variety of circumstances. Fortunately, we are not the first to have

these criteria for causal inference in the social sciences, and causal inference frameworks

have been developed attempting to satisfy these criteria. In the following sections, we’ll

explore these causal inference methods and how people have applied them in the context

of social media studies.

2.3 Key Causal Concepts

Before we can discuss causal inference methods in more detail, we need to define some key

terms and ideas in causation. We’ll start by introducing a simple diagrammatic language
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for causation: causal graphs.

Causal Graphs. In causal graphs we represent the relationships between causes and ef-

fects as a directed graph, where nodes in the graph represent variables or factors or events,

and directed edges represent a causal relationship pointing from cause to effect. For in-

stance, in the relationship X → Y denotes that “X causes Y” (see Table 2.2). In causal

graphs, we may also commonly refer to relationships between three variables, such as “me-

diators” (X → M → Y ), “forks” (X ← F → Y ), and “colliders” (X → C ← Y ). In

causal graphs, causation is transitive, such that if the causal relationship between X and Y

is mediated by M , we may still say that X causes Y .

Concept Definition Diagram

Causal Influence X causes Y

Mediators M mediates the causal
influence of X on Y

Forks F causes both X and Y

Colliders X and Y both causally
influence C

Table 2.2: Key Concepts in Causal Graphs

Confounders. A common problem in causal analyses is the issue of confounding. For

instance, we may have a relationship X → Y which we would like to study, but the system

also contains the fork, X ← W → Y (see Figure 2.1a). In this circumstance, the fork

relationship introduces additional influences on X and Y that make it harder to observe the
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effect of X on Y clearly by introducing a systematic bias. In this circumstance, we might

call W a “confounder” on the X → Y relationship and say that it creates a problem of

“confounding” between X and Y , via W (Figure 2.1b). Sometimes, we may also have a

more ideal case in which other variables like W are present in the system, but do not affect

the relationship between X and Y (Figure 2.1d); when this happens, we call the X → Y

relationship an “unconfounded” causal relationship.

Figure 2.1: Causal graphs for the XYW example, where we would like to study the X → Y
causal relationship. (a) A causal graph where W is a confounder on the X → Y relation-
ship. (b) A diagram showing the confounding relationship in red. (c) A diagram show-
ing that controlling for W blocks the confounding relationship, allowing us to study the
X → Y relationship. (a) An unconfounded causal graph.

Controlling for Confounders. If we want to study the influence that X has on Y when

the X → Y relationship is confounded, then we will have to “control for” this confounder

by accounting for the influence of W on Y before we estimate the influence of X on Y

(Figure 2.1c). “Controlling for” confounders looks different in different kinds of analyses.

In regression-based estimations of effect sizes, controlling for a variable generally means

including it as an additional predictor in the regression. In estimations of outcome prob-
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abilities, controlling for a variable generally means conditioning on the variable in your

estimations of the outcomes’ probabilities. One can also “stratify” over a confounding

variable by measuring the average treatment effect only within groups with similar values

of the confounding variable, thereby eliminating the variation in the confounder and its

impact on the outcome.

Controlling, Colliders, and Mediators. An additional problem that we can run into with

causal studies is mistakenly controlling for the wrong variables. Consider the case where

we are attempting to control for confounding forks F (of the form X ← F → Y ) and

we mistakenly control for a collider C (of the form X → C ← Y ). This mistake biases

our measurement of the X → Y relationship. Consider that the collider C is causally

downstream of both X and Y and so initially does not affect the relationship X → Y .

However, if we mistakenly believe C to be a confounder and control for C in our analysis

of the X → Y relationship, this introduces a spurious correlation in our measurements of

the X → Y relationship. Similarly, if we mistakenly control for a mediator M (of the

form (X → M → Y ), we can inadvertently destroy this causal path in our analysis, thus

biasing our estimation of the effect size toward a null effect. We must therefore carefully

distinguish between mediators, forks, and colliders, and avoid controlling for mediators or

colliders in our causal analyses.

Instrumental Variables. Another a useful concept in observational causal inference stud-

ies is instrumental variables. An instrumental variable is a variable that: (i) is correlated

with the treatment variable but, (ii) is independent of the unobserved confounders affect-

ing the outcome, and (iii) does not affect the outcome except through its influence on the

treatment or exposure. Identifying an instrumental variable can enable robust observational

causal inferences by allowing us to properly control for unobserved confounding variables,

via controlling for the instrumental variable that mediates their influence on the treatment

variable. However, instrumental variables are relatively uncommon, and so cannot always
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be relied upon as a general solution to observational causal inference.

Identification. In causal inference, “identification” refers to the ability to disentangle and

isolate a particular causal effect from observed data.2 In general, the process of identifi-

cation involves coming up with a strategy that allows us to observe the specific impacts

of treatments on outcomes while accounting for confounders in some way. Causal iden-

tification strategies always rest on both inference methods and assumptions, such as the

assumption that our causal graph is correct and complete. These assumptions are often

reasonable, which is what enables us to advance our understanding of causes in the spe-

cial sciences, but sometimes they are difficult to justify, putting causal arguments on shaky

ground. For this reason, it’s critical to bear in mind the assumptions embedded in causal

inference methodologies, and to validate them as far as possible.

Estimation. In causal inference, “estimation” refers to the quantification of a identified

effect’s magnitude. Estimation requires having first established an identification strategy.

Causal estimations may be performed in a variety of ways, as we’ll see below, but notably

include panel regressions, DiD methods, Hawkes process methods, and causal estimands

derived from do-calculus.

2.4 Overview of Popular Causal Inference Frameworks

Now that we have introduced a conceptual vocabulary for causal scenarios, we’ll look

at a selection of key ideas in causal inference that provide us methodological tools for

causal identification and estimation (see Table 2.3). Until recently, causal inference has

been a niche field with much contention on best practices outside a few special cases (like

Randomized Controlled Trials), but contemporary methods provide us with robust general

frameworks for thinking about causal inference in a variety of more complex scenarios. In

2Note that this is separate from “identifying confounders” which is a more colloquial use of identifi-
cation, meaning simply to consider possible confounders and determine which ones are likely to be actual
confounders.
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this section, we’ll highlight a few of the more popular and successful conceptual ideas for

causal inference.

Note that regardless of which methods are selected for demonstrating the causal rela-

tionship and quantifying the effect size, the most critical step for causal inference is always

identifying the confounders and choosing a method with enables the study to control for

them appropriately. For that reason, it’s good to begin any causal analysis by first con-

structing a causal graph of the phenomena being studied. This will be discussed in more

detail in Chapter 3.

Laboratory Experiments. The earliest formal causal studies were laboratory experi-

ments, in which all aspects of a system are tightly controlled and one aspect is varied

in isolation to determine its effects on the system. Because of the tight control over other

possible influences on the system, the changes observed in the system can be attributed

specifically to the deliberately varied aspect of the system. This original method of causal

inference is philosophically built on manipulationist and mechanistic understandings of

causation, where we observe the outcome of interventions on particular physical mech-

anisms in the system. However virtually all contemporary philosophies of causation are

compatible with laboratory experiments, because it is taken as an archetypical test case

which philosophies of causation must account for. In the physical sciences, laboratory ex-

periments and the epistemic standards they exemplify are the norm for causal studies and

causal claims. However, in the social sciences true laboratory experiments are not possi-

ble for the simple reason that social systems and processes involve human subjects, whose

diverse character and independent agency makes fully controlling the studied system both

impossible and unethical.

Randomized Controlled Trials. Outside the physical sciences, Randomized Controlled

Trials (RCTs) are the gold standard for causal studies. RCTs attempt to replicate the cer-

tainties of laboratory experiments in contexts where human subjects are involved. In RCTs,
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a group of human subjects are randomly assigned to a treatment or control condition, and

the difference in outcomes between the two groups is assumed to be the causal impact of

the treatment. Unlike a true laboratory experiment, RCTs do not control all possible con-

founding influences on the outcomes. Instead, RCTs use each individual’s unique identity

as an instrumental variable to control for all of the other unique features of the individuals in

the study. The central epistemological assumption is that by averaging over the randomly-

assigned diverse set of individuals, we can measure an average treatment effect (ATE) that

controls for all of the unique features of the individuals in the study. Like laboratory exper-

iments, most philosophies of causation find RCTs a satisfactory means of causal inference,

but the method itself is ultimately rooted in a manipulationist philosophy of causation.

A/B Testing. The term “A/B testing” is used to refer to RCT-type causal studies in which

the treatment intervention is generally a change to a website, advertisement, product, or

software, and the outcome is some easily observable behavior of the subjects. This kind

of experiment is most often conducted for commercial rather than scientific purposes (e.g.,

to refine product design or marketing materials). In the case of social media, generally

only the social media platforms themselves have the ability to perform systematic random

interventions of this kind, and so studies using A/B testing is generally not an option for

third-party researchers. Additionally, while A/B testing is often conducted with no in-

formed consent in commercial contexts, in formal research context it generally requires

IRB approval as human subjects research.

Granger Causality. The earliest methods for causal studies (laboratory experiments and

RCTs) require some ability to directly manipulate or intervene on the system we’re study-

ing (such as random assigment of treatments), but often in the social sciences we cannot

significantly intervene on the systems we’re interested in studying, either for practical or

ethical reasons. Granger causality was one of the early attempts to develop causal inference

methods for systems which we can only observe, not manipulate. In Granger causality, we
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use a probabilistic definition of causality, where: (i) Causes precede effects in time, (ii)

Causes contain unique information helpful for predicting effects. The assumption is that

if you can appropriately control for confounders, you will identify only the treatments

which have unique predictive power, and thus presumed causal effect. The central prob-

lem with this reasoning is that it fails to systematically account for causal influences on

the observed treatment variable itself, and so it is unable to fully disentangle the causal

relationship between treatment and outcome. Furthermore, Granger Causality also fails to

explicitly satisfy most other philosophical understandings of causation, such as the mech-

anistic and interventionist theories used in RCTs and laboratory experiments. For these

reasons, Granger Causality is often not considered “real causality” today by many working

scientists. Nevertheless, it is still a much stronger evidentiary criterion than mere corre-

lation, because it establishes both the temporal precedence and predictive power of the

“cause” over the “effect,” which in many cases is useful in its own right.

Propensity Score Matching. Partially to address these deficiencies of Grange causality,

methods were developed to control for causal influences on observed natural treatments.

In “propensity score matching” we estimate the probability that subjects would naturally

receive a given treatment, based on other observed variables. The estimated likelihood

of treatment is called a “propensity score.” We can then examine groups of subjects with

comparable propensity scores but different treatment statuses, and examine the difference

in their outcomes. This can allow us to estimate the causal impacts of the treatment within

groups of similar propensity score. The propensity score method is ultimately attempting

to approximate the form of RCTs in contexts where treatment cannot be properly random-

ized. As such, it is ultimately based on a interventionist philosophy of causation. The key

assumption of this method is that the observed confounders contain enough information to

provide an unbiased estimate of treatment probability, and that remaining observed varia-

tions in treatment status can be reasonably modeled as simple random noise. This assump-
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tion is quite strong, and its verification depends on having a strong existing understanding

of the causal structure of the system we’re studying. In practice, however, propensity score

methods are quite flexible, and are readily applied in a variety of observational sciences,

including epidemiology, clinical studies, and economics. Furthermore, propensity score

methods can be applied in conjunction with other causal inference methods, such as DiD

(discussed below).

Difference in Differences. The difference in differences (DiD) framework for causal in-

ference involves observing multiple similar subjects (e.g., people, populations, firms) as

they experience different treatment levels over time, and using the observed differences in

treatment levels and outcomes to estimate the treatment effect. In traditional DiD, there

are only two groups of subjects (treatment and control), and the treatment is a discrete

event which divides time into “before” and “after treatment periods, which are compared

between the two groups to estimate the effect size. However, the causal logic of DiD can

be generalized to use multiple time periods, multiple treatment levels, or even continuous

treatments (such as when panel regressions are used in causal inference, see below). The

critical limiting assumption of this DiD framework for causal inference is that, on average,

the similar subjects we observe would’ve followed similar outcome trend lines if not for the

treatment. This assumption is more easily justifiable when confounding factors are appro-

priately identified and controlled. Another perennial problem of DiD methods is that it can

sometimes be difficult to control for different subjects’ varying likelihood to be naturally

treated; this can be remedied somewhat using propensity score methods. In spirit, the DiD

method is another attempt to replicate the RCT paradigm of causal inference in a purely

observational setting, and thus it is built implicitly on an interventionist causal philosophy.

In the following two paragraphs, we’ll briefly discuss two generalizations of the DiD causal

logic to continuous treatment and discrete outcome events, respectively.
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Causal Panel Regressions and Doubly-Robust Estimation. Another broad class of an-

alytical tools used in causal inference is “panel regressions” in which time series data of

continuous treatment, outcome, and confounder variables are analyzed using regression

strategies to determine the relationships between the treatment and outcome variables. This

inference method might be understood as a generalization of the logic of DiD for contin-

uous treatment (rather than discrete events), and it is subject to the same assumptions:

namely that similar subjects would have followed the same outcome trajectories if not

for differences in treatments. Like DiD, this assumption can be supported by appropriate

identification strategies, control of confounders, and/or use of propensity score methods.

When panel regression methods are paired appropriately with propensity score methods

and well-controlled confounders, they are sometimes called “doubly-robust” causal esti-

mators (because they control other influences on both the treatment and outcome, hence

“doubly”).

Causal Hawkes Processes. Another generalization on the logic of DiD is causal Hawkes

processes, which analyses a set of discrete treatment and outcome events in time (see Ap-

pendix C). In a Hawkes process, events of one class (treatments) may induce additional

events of another class (outcomes) for a period of time. By fitting a Hawkes process model

to data about the events that subjects have experienced over time, we can estimate the de-

gree to which different types of events affect each other and over what time periods. With

appropriate identification strategies to handle confounding variables in the model, these

estimates can even be causal. As with causal panel regressions, these are still subject to

similar assumptions as in DiD, namely that but for the treatment events similar subjects

should have similar rates of outcome events over time. As with other DiD-like methods,

this assumption can be supported by controlling for confounders and treatment propensi-

ties appropriately. In this case, we might call it a “doubly-robust” Hawkes model for causal

estimates, although this term is not often used as Hawkes models are underused in causal
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analyses to date.

Potential Outcomes Framework. The potential outcomes (PO) framework is an abstract

conceptual framework for approaching causal inference, and it is built on a counterfactual

theory of causation. The framework evaluates the effects of an intervention by imagining

two different hypothetical worlds: one where the intervention (or treatment) took place and

another where it did not. For each subject in the study, there’s a “potential outcome” under

treatment and another under control, and the difference between them represents the effect

of the treatment. However in any given study only one of these potential outcomes can be

observed for each subject, rendering the other counterfactual outcome “missing data.” Thus

in the potential outcomes framework, causal inference is treated as a problem of imputing

the missing data points (the counterfactual scenarios), and then comparing the outcomes be-

tween the treatment and control cases. Various methods of missing data imputation can be

applied to this general conceptual framework. Indeed, some of the more concrete methods

of causal inference methods like DiD can be viewed as specific operationalizations of PO.

Partially for this reason, the PO framework is one of the more broadly applied frameworks

for causal inference in the social sciences.

Causal Graphical Modeling. In Causal Graphical Modeling (CGM, see Appendix A),

we begin by constructing a causal graph. CGM is a mathematical formalism which allows

us to determine all possible identification strategies for a particular causal relationship in

a given causal graph, and provides us with estimand expressions for each (see Figure 2.2),

which may be estimated using a variety of strategies (e.g., DiD, panel regressions, or direct

computation from model equations, as in Section 3.7). CGM offers two main advantages.

First, it provides a clear visual language, which allows easier collaboration and validation

of domain knowledge assumptions about causal realtionships. Second, its formalism is the

only systematic and universal approach to solving causal identification problems. Philo-

sophically, CGM is premised on an interventionalist concept of causation, and its mathe-
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matical formalism provides mechanisms for analyzing interventions. In practice, the CGM

framework has proven invaluable in a variety of fields, including epidemiology, economics,

and social sciences, where it has been used to untangle complex causal relationships and

guide empirical research.

Figure 2.2: The Causal Graphical Modeling (CGM) formalism yields an estimand of the
average treatment effect (ATE) of the X → Y relationship in the XYW example causal
graph.

2.5 Prior Use of Causal Methods in Social Media Studies

In this section, I’ll discuss how causal inference methods have previously been applied to

study the offline effects of online social media content. Specifically, I’ll focus on studies

that use both online social media data and offline outcomes data. Perhaps surprisingly, this

is a very small portion of all studies of social media’s impacts on people and society, prob-

ably owing to the difficulty of obtaining good datasets and the lack of general methodology

for linking specific online activity to offline outcomes that I am attempting to develop in

this work.

There are three large categories of related social media research that I will not con-

sider here: (1) surveillance of offline outcomes via online social media, a vast category

of research especially within public health, (3) studies of how offline events affect online

behaviors, and (3) studies which use surveys of individual social media users to assess the

associations between self-reported online social media use and offline effects. These lit-

eratures have distinct methodologies and purposes that do not align with our goals in the

present work.
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Surveillance studies do not attempt to establish causal relationships, and studies of how

offline events impact online behaviors are the inverse of our goal in this work; neither are

relevant here. Survey-based studies, however, are much closer in motivation to our own, so

their exclusion here is worth explaining in detail. Self-report methodologies are extremely

limited in their ability to study the impacts of exposure to specific kinds of online content,

because respondents are generally not able to recall with specificity the particular kinds

and amount of content they have engaged with on social media. For this reason, survey

questions are generally about overall usage rates (e.g., how often do you open instagram,

how long do you scroll, etc.). This limits surveys’ ability to study the offline effects of

specific kinds of online content. The methods developed throughout this work aim for

more specificity and statistical power than survey methods can offer. Additionally, survey

studies employ entirely different methods than those discussed here, and so they offer little

as methodological precedents to the present work. For these reasons, we’ll exclude them

in this review.

RCT Studies. Only a small handful of RCT experiments have been conducted with on-

line treatments and offline outcomes. We’ll look at three here. In the first [36], researchers

at Facebook conducted an RCT to test if they could increase voter turnout by adding a ban-

ner to the top of the website’s home page, encouraging users to vote. They found that this

intervention did increase a user’s likelihood to vote (as measured by self-reported voting

behavior), and that the effect was stronger when the banner included mentions of specific

Facebook friends who reported that they had voted. In a different (famously controversial)

study, Facebook users were randomly shown either more positive or more negative posts

to test if these users would experience “emotional contagion” and start expressing more

positive or negative affects themselves [37]. The study found that emotional contagion via

social media does happen, although the effect size is modest. In another study, a small

number of participating US Facebook users’ accounts were disabled for four weeks during
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an election season in the US, and various outcome metrics were tracked, including subjec-

tive wellbeing and knowledge of current events [38]. This study found that the intervention

improved subjective wellbeing, and reduced knowledge of current events. In two of these

studies, the randomized intervention was only possible due to the researcher’s control over

the social media platform itself, namely Facebook, and in the third volunteers were re-

cruited and asked to perform the relatively simple intervention (deactivating their account)

themselves. While methodologically robust, in general RCT-style interventions on social

media are infeasible for most researchers due to an inability to perform the necessary in-

terventions on the platform. Furthermore, ethics concerns may often prevent responsible

researchers from conducting such studies.

DiD Studies. Traditional DiD methods are better represented in social media studies ow-

ing to relatively wide applicability in the domain. In traditional DiD studies, the treatment

event which affects some subjects of the study is a discrete event at a particular moment

in time, and the outcome is some continuous variable that is tracked over time, before and

after the treatment, in both the treated and control groups. This approach has been applied

most often to look at the adoption or rollout of social media platforms by individuals and

populations. For instance, when politicians adopt Twitter, studies find that this increases

campaign contributions (especially if the politician is new to elected office) and increases

politicians’ alignment with constituency preferences in legislative votes [39, 8]. Other DiD

studies have shown how the adoption of Facebook by whole populations have significant

effects, such as the decline in self-reported mental wellbeing among college students and

the increase in protest activity in countries following Facebook rollouts [4, 9]. Finally,

some have also used DiD methods to study how gaining additional social connections in

online social networks may change offline behaviors, such as demonstrating that a new so-

cial connection in a social fitness app increased physical activity, measured by steps taken

each day. In general, DiD has been demonstrated as a reasonably effective and widely
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applicable method for conducting causal studies with social media data. The key limita-

tion that should be noted however is that it is confined to studies where the treatment is

a discrete event that is either exogenous (as with Facebook rollouts to new colleges and

countries) or that can be well predicted with propensity score methods.

Studies With Panel Data. Another larger class of causal studies of social media’s offline

outcomes are studies that use panel data. Panel regressions (and the closely-related doubly-

robust estimations) have been used in studies of political engagement, violence rates, and

economic outcomes. In one study, researchers showed that Twitter adoption rates in US

counties caused a small reduction in Republican voter share in the 2016 and 2020 presi-

dential elections [7]; they hypothesize that Twitter’s more left-leaning user base may have

influenced moderates to not vote Republican. In another study, Twitter sentiment toward

specific companies was found to be a strong predictor of stock market prices for those com-

panies [6]; however, the authors note that the Twitter sentiment may merely have been an

early signal of influential news events that would impact the companies, which they suspect

is the real underlying cause. Finally, two related studies by the same author have examined

the effects of hate speech on the incidence of offline hate crimes. In the first, anti-refugee

sentiment among Facebook users in specific German municipalities was found to cause

increases in anti-refugee crimes in those municipalities [12]. In a later study, estimated ex-

posure to anti-Muslim sentiment on Twitter was found to increase anti-Muslim hate crimes

in US counties [13]. In general, these methods are reasonably strong for estimating effect

magnitudes, but they vary in their reliability for drawing robust causal conclusions depend-

ing on the identification strategy used. When instrumental variables are used (as in [13]

and [7]) or when careful consideration to confounding factors and treatment propensities

is taken (as in [12]), then the causal conclusions are likely to be reasonably robust. These

panel data based methods are in general likely to be the most flexible and widely applicable

methods for estimating causal effects for social media studies.
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Cross-sectional and Longitudinal Studies. Finally, a handful of studies have used other

methods beside those discussed above. In one study, researchers used a cross-sectional OLS

regression with an instrumental variable to show that usage rates of a Russian social me-

dia platform, VK, influenced protest activity in Russian cities [10]. In another, researchers

used a longitudinal Granger causality analysis to try to show that protest-related hashtag

usage increased subsequent protest activity during the Arab Spring in Egypt [11]. These

two studies are good examples of how researchers sometimes attempt to work with less-

than-optimal data in causal studies, and they show the causal reasoning pitfalls associated

with these alternative strategies. While typically we might have preferred panel data for

these kinds of causal analyses, which contain data for multiple subjects (cross-sectional)

and data over time (longitudinal), sometimes we only have one or the other. In the study

of protests in Russian cities, the authors had cross sectional but not longitudinal data, so

they performed identification with an instrumental variable and estimated the magnitude by

cross-sectional inference only; this has the weakness of failing to establish temporal prece-

dent between cause and effect. In the other study of protests during the Arab Spring, they

only had longitudinal data for a single group, namely Egyptian Twitter users and Egyptian

protests; the lack of multiple groups to compare across destroys our ability to control for

confounding variables that might’ve influenced the outcomes. In both the longitudinal and

cross-sectional cases, we are unable to reach fully satisfactory causal conclusions. We gen-

erally need both, as in panel data, in order to establish temporal precedent of causes before

effects and to control for confounders appropriately.

2.6 Conclusion

In this chapter, I introduced key ideas in philosophy of causation, several prominent quan-

titative causal inference frameworks, and finally reviewed their application in the field of

social media studies. Along the way, I defined some important concepts in causal think-

ing, like confounders and instrumental variables, and briefly considered what definitions of
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causation may be most appropriate in social media studies (a question I’ll return to shortly).

This conceptual background lays the groundwork for the methodological developments of

Chapter 3.
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Causal Inference
Idea

Gist Key Authors

Laboratory
Experiments

Effects are studied by observing what
happens when we change one aspect of a
system while holding all others constant.

Francis
Bacon [28], others

Randomized
Controlled Trials
(RCT) and A/B
Testing

Effects on subjects are studied by randomly
assigning test subjects to either receive a
treatment or not, and the difference in
outcomes between the two groups is
assumed to be the effect.

Ronald A.
Fisher [29], Ronny
Kohavi [30]

Granger Causality By assuming that “causes precede and
uniquely predict effects,” we identify
causes of an effect by finding reliable
predictors of the effect.

Clive W.J.
Granger [19]

Propensity Score
Matching

When we cannot randomly assign
treatment, causal relationships are studied
by attempting to account for the likelihood
of a subject being treated by using observed
confounders.

Donald Rubin,
Paul
Rosenbaum [31]

Difference in
Differences
(DiD), and
generalizations

By observing multiple similar subjects,
some which received the treatment
naturally and some which did not, we can
conduct a natural quasi-experiment.

David Card [32,
33]

Potential
Outcomes (PO)

Effects are quantified by comparing
hypothetical treatment and control
scenarios, where counterfactual scenario
outcomes are estimated as a missing data
imputation problem

Donald Rubin [34],
Paul Holland [35]

Causal Graphical
Models (CGM)

By constructing a “causal graph” which
encodes the known causal relationships
between variables, CGM’s mathematical
formalism allows us estimate average
treatment effects by controlling for known
confounders.

Judea Pearl [23]

Table 2.3: Important contemporary ideas in causal inference
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CHAPTER 3

A METHOD FOR LINKING ONLINE CAUSES TO OFFLINE EFFECTS

In the previous chapter I reviewed literature on causal philosophy and causal inference,

introduced some key concepts and vocabulary in causal analysis, and looked at some ex-

amples of how causal methods have been applied to social media studies in the past. In this

chapter, I’ll leverage these concepts and methods, along with practical experience from our

case studies (especially Chapter 5), to articulate a general methodology for causally linking

online social exposures to offline population outcomes.

3.1 Online and Offline Data

I’ll start by first defining the context in which these analyses might be performed by consid-

ering the kinds of data typically available. This will help describe the methodology more

clearly in the following sections.

Online Social Media Data. Typically, our data about online social media activity will

be records of specific interactions between users and social media posts. Namely, we can

observe that a particular user saw or responded to a particular piece of content at a particular

time. I also generally observe characteristics of the content, for instance any text in the

social media post, or photos or links that it contains. In some cases, we may also get

information about the user, such as their username, their self-description in their profile,

and perhaps demographic or geographic metadata about the users.

Offline Outcomes Data. The offline effects of online social media that we’re interested

in measuring might be quite diverse, but generally they are population-level outcomes, such

as public health statistics, crime statistics, market data, or surveys and polls. The data avail-
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able are generally collected on a regular basis temporally (such as yearly or weekly), and

are tabulated by specific geographic or demographic groups (such as geographic regions or

population age groups). Sometimes, they may be reported as aggregate statistics like the

number of COVID cases in a county in the past week, and sometimes they are reported as

individual records of specific events like a particular criminal arrest or a hospital admission.

This is the offline data that we’ll use to estimate outcomes of online social exposures.

3.2 Linking Online Users to Offline Populations

The first requirement for being able to show a causal relationship between the online and

offline phenomena is to be able to establish a clear connection between specific online

populations and specific offline populations. That is, we need to be able to identify some

demographic or geographic information about online users in order to show that they be-

long to the specific offline populations about which we have offline outcomes data. This

identification of online users with offline population groups allows us to link the online data

to offline data, and this the first key step in any analysis of offline effects of online social

media. It also defines clear population groups that can be used for causal analyses across

multiple populations, such as in causal panel regressions.

Geolocating Users. Often a convenient way to divide online users up into offline popula-

tion groups is by geography. By geolocating users to specific geographic areas (for instance

cities or counties), we can map our observed online populations onto offline populations

about which we may have data. However, because of the inherent sensitivity of geolocation

data, it is often difficult to obtain this data on many platforms. Nevertheless, it is some-

times possible to obtain geolocation data, for instance by examining self-reported current

cities on Twitter or Facebook, which is a standard part of user profiles that many users opt

to fill out. User locations may also sometimes be identified through explicit geolocation

data collected by the social media platform; however this data collection is often opt-in and
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therefore very sparse. In the case of Twitter, a tool called Carmen [40, 41] can analyze

user profiles to determine their geolocations based on both self-reported profile cities and

explicit geolocation data; the Carmen tool was used throughout this dissertation.

Identifying User Demographics. Similarly, we may also identify users with offline pop-

ulation groups about which we have data through their demographic features, such as age,

gender, and ethnicity. As with geolocation, we may often identify these features based

on user self-reports within their user profiles. Sometimes, these features may be inferred

based on other features of the users’ profile and behaviors, as in these studies that esti-

mated age [42], political affiliation [43], ethnicity [44], and gender [45]. In general, when

categorizing users into demographic bins to link online data to offline data and perform in-

ferences, we need to be able to split our users into many sufficiently distinct groups in order

to make robust inferences. For instance, dividing only into two groups by gender is likely

inadequate for most analyses. Therefore, it’s often necessary to obtain a significant degree

of specificity across multiple demographic features, or augment demographic groupings

with geographic groupings.

3.3 Measuring Social Exposure to Online Content

The next part of our methodology for linking online social media content to offline out-

comes is to estimate each population’s social exposure to online content. There’s two key

steps to this: (i) identify the content of interest (the “treatment content”), and (ii) define

and apply a measure of social exposure to the content.

Identifying the Online Treatment Content. We also need to be able to identify instances

of the online content that we want to use as the “treatment” in our study. For instance,

imagine we would like to study the public health impacts of online antivaccine content.

We will first need to be able to identify this content. In general, observing and identifying

the online treatment amounts to a classification problem where we would like to determine
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if a given text or image is a member of the treatment class of content (e.g., antivaccine

content). Robust methods are now available for these text and image classification prob-

lems [46, 47], and we can apply them readily to identify a given type of treatment content.

These classification methods always involve clearly defining the treatment content of inter-

est and manually identifying instances of the treatment content to validate the classification

model’s performance (and often also to train the models). An example of this workflow is

described in greater depth in Chapter 5. Having clear definitions of the treatment content

is important both for the pragmatic reason of needing clear criteria when labeling, but also

because of the methodological consideration that the kind of treatment content identified

ultimately affects the conclusions we can draw from our analyses.

A Measure of Exposure in Social Networks. Next, I’ll define a measure of exposure

to specific content in a social network. I’ll make two assumptions based on the previous

sections: (1) we can identify instances of the treatment content, and (2) we can categorize

online users into offline population groups. Intuitively, our measure of exposure is defined

such that if a population group is strongly socially connected to other population groups

that produce a lot of treatment content, then its exposure to the treatment content is high.

Formally, the per-capita treatment exposure rate in population group i at time t is defined

as

Ei,t =
1

Ni

∑
j WijTj,t∑

j Wij

(3.1)

where Ni is the number of people in of population group i, Tj,t is the number of treatment

posts made by population group j during time window t, and Wij represents the strength

of online social influence of population group j on population group i. The term Wij might

be defined in different ways, such as by looking at the follower or friendship relationships

between users in these groups, or by tracking their interactions such as retweets or likes. For

instance, Wij might represent the number of times that topically-relevant posts authored by
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users in population group j were viewed (or interacted with) by users in population group

i during the observation period. This social exposure metric is quite general can be applied

in a wide variety of circumstances, and it is generally easily computable from online social

media data about individual users and their interactions.

3.4 Causal Modeling of Social Exposures and Offline Outcomes

In the previous sections, I discussed how to: (i) collect data on online interactions and

offline outcomes, (ii) connect them via linkage variables (such as geolocation), and (iii)

estimate exposures to specified treatment content. This results in a joint dataset of offline

outcomes and online exposures for each of our observed offline populations over a particu-

lar observation period. In general, the resulting joint dataset can consist either of time series

data or of records of discrete events in time (such as particular online posts or particular

offline incidents) which we may treat as a point process.

In this section I’ll examine how we can apply modern causal inference methods to

observational data of this kind.

3.4.1 Considerations for Choosing Causal Methods

Unfortunately, there is no one-size-fits-all solution to observational causal inference. In-

stead, we need to consider a few key questions to shape our decisions about which methods

to use: (i) What data are available? (ii) What is our goal with proving causation in this

specific study? Let’s consider these questions in turn and consider how they constrain our

choices of methods.

Data Constraints. Regarding data constraints, we have a clear answer provided by the

prior sections: our data is either time series or point process data of online social exposures

and offline outcomes. In general, time series data over several populations will lend itself

nicely to a DiD or causal panel regression analysis, augmented with CGM to determine
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identification strategies and/or propensity score methods to help control for differences in

observed treatment likelihoods. For point process data, such as records of individual on-

line posts and offline events (e.g., crime incidents), we may apply Hawkes processes (as

describe in Appendix C and applied in Chapter 7) to infer average treatment effects, and

again augmented by CGM and PSM to determine and implement identification strategies.

These data constraints narrow the range of applicable methods considerably, but still allow

enough flexibility to properly consider and account for confounding variables, as well as

known dynamical structure in the data (e.g., temporal or spatial autocorrelations in out-

comes).

Goals and Definitions of Causation. One of the most important questions to ask in

causal inference is what exactly do we mean by causation in this particular context (see

Table 2.1 and Section 2.2)? What is our reason for using the word “cause,” and what might

such a claim allow us to do?

In social media studies, the ultimate goal of proving causation is most often to enable

us anticipate the effect of some imagined intervention on social media platforms, such as

changing content moderation policies. For instance, if we say that “antivaccine tweets

caused additional COVID-19 deaths,” the implicit conclusion is that if we moderate anti-

vaccine content more strictly, we may prevent future deaths from infectious diseases. In

short, our causal claim is targeted at enabling interventions, and so we ought to apply an in-

terventionist definition of causality. This constrains our choice of methods to those that can

most robustly satisfy this philosophical criterion for causation. In particular, RCT, CGM,

and methods that can approximate the RCT formulation (such as DiD and PO, both with

controlled confounders) may be appropriate methods, but methods like Granger Causality

may not (see Table 2.3).

Occasionally, we may be interested in counterfactual claims such as “did online social

media content sway the electorate and determine the outcome of an election?” In this case,
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the process involves: (1) determining and identification strategy for the causal relationship,

(2) estimating the magnitude of the effect with estimator methods, (3) imagining and initial-

izing a plausible, consistent counterfactual scenario in which some alternative intervention

had happened, (4) simulating the outcomes in that counterfactual scenario. This overall

strategy allows us to estimate counterfactual scenarios either with explicitly counterfactu-

alist causal methods like PO, or with strong interventionist methods (like using CGM for

identification and doubly-robust panel regression for estimation). However, in practice it is

often quite difficult to perform such counterfactual estimates, largely due to the difficulties

of plausibly constructing and simulating the counterfactual scenarios (steps 3 and 4 of the

described procedure) in complex systems such as a large social system affected by social

media. For this reason, counterfactual claims are strictly stronger and harder than interven-

tionist causal claims, and are often infeasible when the counterfactual scenario is complex

or significantly different from the observed scenario. However, counterfactual analyses

featuring smaller and simpler differences from the observed scenario may sometimes be

plausible and worth analysing.

Finally, we may often be interested in merely predictive claims, such as forecasting

consumer purchasing behaviors induced by observed social media content. In these cases,

weaker forms of analysis such as Granger Causality may be applicable, as implemented in

simple autoregressive time series analyses. However, when our goals are merely predictive,

we probably want to avoid the word “cause” to prevent readers from erroneously applying

an interventionist or counterfactualist understanding of our claims.

A General Recommendation. While there is no definitive one-size-fits-all solution to

observational causal inference, I will still recommend a strategy that may serve as a good

starting point based on the above considerations: try using causal graphical modeling

(CGM, Appendix A) to determine the identification strategies, and panel regressions or

DiD methods to estimate effect sizes. CGM as a causal reasoning framework has a number
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of features to recommend it. First, it is philosophically compatible with the main goals for

causal inference in social media studies, as explained above. Second, it lends itself nicely

to studying the complex systems often encountered in social media studies because causal

graphs can easily encode many complex relationships between many variables. Third, the

visual nature of causal graphs allows modeling assumptions to be made explicit and easily

interpretable, and this enables us to more easily involve subject matter experts who can

help us appropriately map out the causal graph for our particular study. Finally, the CGM

framework can be used in conjunction with other inference methods, such as panel regres-

sions or causal Hawkes processes, to estimate the specific effect sizes after CGM identifies

the confounders that must be controlled. For these reasons, CGM should be the initial go-to

option for causal modeling in social media studies, often augmented with other estimator

methods like DiD or doubly-robust panel regression to enable greater flexibility.

3.4.2 Using Domain Knowledge to Control for Confounders

Regardless of the causal inference methods used, the most critical part of a causal analysis

is always the incorporation of existing domain knowledge, which allows us identify and

account for confounders and known dynamical structure in the outcome phenomena. In

this section, I’ll look at two key aspects of this portion of the analysis: (1) constructing

a causal graph in consultation with domain experts, and (2) applying existing quantitative

models of the offline phenomena within our causal inferences.

Constructing the Causal Graph With Domain Knowledge. Regardless of whether one

is using CGM, constructing a causal graph is still a good place to start when seeking to

identify confounders in collaboration with domain experts. Once the graph is constructed,

we can determine how to appropriately control for confounders (using tools like CGM). A

good causal graph aims to identify all the significant causal influences on both the treatment

and outcome variables, and the causal relationships between any phenomena that might be
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causally “up stream” of both the treatment and the outcome variables. There are no hard

and fast rules for constructing causal graphs, but ultimately the goal is to construct a causal

graph that most domain experts will agree covers the important related phenomena. In

general, the validity of inferences will depend on the completeness and correctness of the

causal graph, so arriving at a causal graph that isn’t contested is key to arriving at causal

conclusions that can be accepted. Once the graph is constructed, tools like CGM can

instruct us on how to appropriately control for confounders. Importantly, in some domains

even experts lack adequate knowledge of the causal relationships to construct a sufficiently-

complete causal graph; in these cases, robust causal inference may not be possible.

Leveraging Existing Models of Offline Phenomena. Another critical aspect of control-

ling for confounding in causal inference is appropriately modeling the known dynamical

structure of the outcome and treatment phenomena. After all, a causal graph does not tell

the full story about how a system works. Simply knowing what causes what does not tell us

how exactly changes in one part of the system will change other parts of the system. There-

fore to perform robust quantitative causal inferences, we will generally need to leverage

existing quantitative models of the offline outcome phenomena of interest. For instance, if

we are interested in epidemic outcomes and their relationship to online antivaccine content,

we should leverage existing quantitative models of epidemics that account for their known

dynamical structure.

This raises the question: how exactly can we apply known dynamical models of the

offline phenomena in causal inference? In general, the process goes like this: (1) Find or

construct an existing model of offline outcome phenomena that predicts outcomes from

offline data only, (2) Minimally modify this model to include an additional mechanism by

which online social exposures may influence outcomes, (3) Fit the model to the observed

data, and (4) Apply a causal inference framework to extract a causal conclusion from the

fitted parameters, data, and model specification. This last point is the most variable, so let’s
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discuss a few possible ways of doing it, based on the kind of predictive outcomes model

used.

Autoregression Models. In this simplest case, the available predictive models of the out-

come phenomena might be simple autoregressive time series models using data about con-

founding influences on the outcome variable. In this case, the model can be minimally

modified to include an additional term for the online social exposures over time, and then

the autoregressive model can be used in a DiD or causal panel regression analysis based

on the time series data. In such inferences, the fitted model parameters generally directly

relate to the average treatment effect.

Dynamical Systems Models. In more well-theorized domains, we might have a dynam-

ics systems models based on differential equations relating several observed quantities,

such as the compartmental epidemic models in a study of infectious diseases. In this case,

the involvement of the model is somewhat more complex. Again, we’ll start by minimally

modify the dynamical system to include a mechanism by which social exposures may in-

fluence outcomes, and then fit the model to data. Then, we can use CGM to determine

the form of the ATE we’re aiming to measure. The resulting ATE estimand will be some

expression involving the model variables, the data, and the fitted parameters. In general,

we can simply plug in the model equations, the data, and the parameters, and arrive at the

ATE (e.g., as in Figure 3.2). A more thorough illustration of this process, will be detailed

below in Section 3.7.

Point Process Models. Another important class of models is point process models, which

describe the rate at which discrete events happen over time, such as the incidence of offline

political protests at a particular location or criminal incidents throughout a city at known

times and locations. Specifically, we are interested in a subtype called Hawkes models in

which events make future events more likely for a period of time (see Appendix C); this
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“excitation” of future events is the causal mechanism in the model. Confounders may be

accounted for as additional event types, or additional predictors of the baseline event rate.

Similar to time series models, these kinds of self-excitatory point process models can be

minimally modified to include an additional event type or baseline rate representing online

social exposure. When a properly constructed model containing the relevant confounders

is fitted to the data, the causal conclusions may generally be read directly from the fitted

excitation functions (see Appendix C).

Micro-simulations and Agent Based Models. Finally, the last major class of models

we’ll consider are blackbox computer simulations, which may leverage agent based or

micro-simulation methods. These models are somewhat common in complex systems mod-

eling, which is often used in domains in which we may want to predict outcomes, such as

health behaviors, violence behaviors, etc. In this case, I know of no clear best practices for

robust causal inference (although they may exist). However, one possible approach might

be to treat the simulation’s predictions of outcomes as an additional predictive input vari-

able to a simpler form of causal analyses, such as DiD, causal panel regressions, or causal

Hawkes models. In this way, the predictions of the simulation are being treated as a kind

of propensity score, accounting for the phenomena and confounders that the simulation

models. This approach has the limitations that all propensity score methods have: notably,

the the score is only as good as the model used to produce it, and failing to use the score

properly in downstream causal modeling may render it useless.

3.4.3 Additional Modeling Tricks

In this last subsection, we’ll highlight two additional modeling tricks that can be important

tools in these causal inferences.

Handling Causal Loops. First, often when constructing our causal graphs, we will en-

counter causal loops (e.g., A → B → C → A). To handle causal loops in a formal causal
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framework like CGM, we’ll need to employ the trick of “unrolling” the causal graph over

time (see Section A.4). In this procedure, we discretize time and make the variables in each

timestep depend only on the variables in the past timestep; this “unrolls” the cyclic causal

graph into a DAG, as required by CGM.

Handling Initial Differences in Populations. Second, when we are studying changes in

offline behaviors, often we will have to account for the fact that each population may have

a different initial propensity to engage in the behavior, prior to the online social exposures

we’re studying. In this case, it may sometimes be useful to treat these initial propensities

as latent variables that are inferred in the process of fitting our model to the data. In this

way, we can better study how online social exposures change these propensities over time,

because we know we have fully accounted for initial difference in propensity. This has the

additional advantage of accounting for many static, population-level confounding variables

that may influence the initial propensity. An example of the use of this kind of latent vari-

able is the initial vaccine hesitancy parameters αi in the SIRVA model (subsection 5.5.4) in

Chapter 5.

3.5 Summarizing the Method

Now let’s summarize the proposed method for linking online causes to offline effects. We’ll

start by collecting the online social media and offline outcomes data and ensuring that we

can link them together by categorizing online users into offline population groups for which

we have offline outcomes data. Next, we’ll identify our content of interest online, and de-

termine its production and exposure rates in each population group over time. Then, we’ll

construct a causal graph of the whole system, including both the hypothesized causal path-

way between online and offline phenomena and the known offline influences on outcomes.

Then using CGM or similar analyses, we’ll determine our identification strategy and which

confounders must be controlled for. Finally, we’ll fit a predictive model to the data (per-
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haps leveraging existing models of offline phenomena), while being sure to account for

confounders appropriately in the model. This will then provide us with the information we

need to compute the ATE (which in the simplest cases may be merely a fitted parameter of

the model).

3.6 Necessary Conditions and Limitations the Method

Although the methodology described above is reasonably general in its formulation, it has

five key requirements that are in fact quite restrictive.

1. Identifiable Online Treatment Content. Instances of the online treatment content

must be readily definable and identifiable, so that we may determine production rates

and exposures in each population group, per Section 3.3.

2. Observable Online Social Connections. Relevant social connections between on-

line users must be observable. For instance, their “followers,” their “friends,” or their

interactions with other users. This is critical to determining the exposure as defined

in Section 3.3.

3. High Quality Online User Data. Online users must be identifiable with offline pop-

ulations about which we have offline outcomes data (e.g., via user geolocation or

user demographics). Additionally, the users in our corpus of data must be a signifi-

cant fraction of the offline populations (especially the set of users whose interactions

or connections are used to generate the social network Wij in Equation 3.1). This

requirement is necessary to link online exposure data to offline outcomes data.

4. High Quality Offline Outcomes Data. The offline outcomes data must be quite high

resolution, both temporally and also in terms of geographic or demographic speci-

ficity. These are essential requirements for robust causal inference analyses. Insuf-

ficient temporal resolution will likely conceal the effects of social exposures, which
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are often short-lived and immediate, and insufficient geographic or demographic res-

olution will limit the power of inferences and the ability to appropriately control for

confounders.

5. Robust Domain Knowledge of Outcome Phenomena. Strong existing domain

knowledge about offline outcomes is critical to identify, measure, and control for

possible confounding variables. Additionally, because our causal inference methods

are quantitative, we also generally will need to have a strong quantitative, predictive

model of the offline outcomes phenomena. It is strongly preferable that this quanti-

tative model is well established and vetted by prior work, because the validity of our

causal inferences will generally hinge on our ability to appropriately control for the

known internal dynamics of offline phenomena.

The strictness of these requirements may be the reason for the relative lateness of the for-

mulation of this methodology within social media studies. Simply put: it’s not often that

we can use it.

Limitations. Finally, it is critical to note two limitations of this method that apply even

when the conditions above are met.

First, this method is necessarily subject to all of the normal pitfalls of observational

causal inference methods. Most especially, sometimes not all significant confounders are

known, observable, and quantifiable, and those confounders that have not been accounted

for can threaten the validity of the causal inference. For this reason, the most important

step of causal inference is the proper and complete construction of the causal graph, on

which every inference will necessarily depend.

Second, the method proposed in this chapter does not demonstrate mechanisms for

causation, and in many contexts causal claims are suspect unless one can articulate and

demonstrate plausible mechanisms by which the effects might be produced. This limitation

will be addressed in Chapter 7, in which we will articulate a plausible set of mechanisms
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by which online social exposures may produce offline population-level effects, and offer

some evidence that they occur.

3.7 A Worked Example of the Method in Brief

The general method above allows us to link online causes to offline outcomes, in some

special cases. In this section, we’ll walk through a high level summary of one of our case

studies (Chapter 5) to demonstrate more clearly the application of this method.

Consider the following case: we observe that antivaccine content became widely shared

on Twitter during the early period of the COVID-19 vaccine roll-out. We hypothesize that

higher exposure to antivaccine content causes a measurable reduction in vaccine uptake by

increasing vaccine hesitancy, and that this subsequently produces increased COVID cases

and COVID-attributable deaths. We would like to measure this effect.

This case study satisfies the five requirements discussed in the previous section: (1)

We can identify the treatment content (antivaccine tweets), (2) We can observe social con-

nections between users (vaccine-related and COVID-related retweets), (3) We can identify

online users with offline populations (via self-reported user geolocation), (4) We have high

quality offline data with high geographic and temporal resolution (CDC records of vacci-

nations and infections), and (5) We have robust existing domain knowledge and models

of the offline outcome phenomena, namely epidemic dynamics and vaccination behaviors.

These features make this an ideal case study for the method.

First, we collect and prepare the data. The offline data consists of vaccinations and

cases per capita each day during the initial COVID-19 vaccine rollout in the US, and the

online data consists of a collection of all COVID and vaccine related tweets originating

in the US. We prepare the online data by identifying all the tweets that are antivaccine

and the geolocations of observed twitter users, and then computing the expousre rates over

time for each US county. We then match these data with the county-level case and vacci-

nation records, resulting in a time series dataset of cases, vaccinations, and exposures for
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each population group (US counties, specifically). This is the joint data of treatments and

outcomes that we will use.

Figure 3.1: Steps to construct a causal graphical model compartmental model from a dy-
namical equations model. Note that Ẋ = dX

dt
.

Next, we’ll construct a predictive model of our offline phenomena and its relationship

to the online content. The exact details of this model are not important here, but we’ll offer

a brief sketch to highlight some key points. We begin with an off-the-shelf model of the

offline phenomena, namely a compartmental epidemic model that includes vaccination (see

Appendix E). We then will minimally modify this well-known model to include the influ-

ence of the exposure to online content. Specifically, we’ll add a term for vaccine hesitancy

(which prevents people from becoming vaccinated), and a mechanism by which exposure

to antivaccine content can increase or decrease vaccine hesitancy (the final compartmental

model is shown in the first panel of Figure 3.1).

The dynamical equations that make up this model (given in abstract in the second panel

of Figure 3.1) implicitly encode causal relationships, which we can represent as a causal

graph (third and fourth panels of Figure 3.1). The process here is relatively straightforward:

we look at the functions in the dynamical model, and each functional dependency is a

causal relationship from function input to function output (in this case, from variables to

their time derivatives). We also include the trivial observation that the future values of

variables depend on their past values and time derivatives (fourth panel of Figure 3.1). In

this way, a dynamical systems model can be translated into a causal graph (more details

on this process available in subsubsection 5.5.6). A similar procedure is possible for any
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dynamical systems model, and may be possible in some other predictive models with clear

mechanisms (e.g., some microsimulation and agent based models).

Figure 3.2: Process for evaluating an ATE estimand, based on the causal graph in Fig-
ure 3.1 and the dynamical equations in subsection 5.5.4. The expectation value is taken
over the joint posterior distribution of the inferred parameters and the observed data points,
as specified more explicitly in Equation 5.10.

Once we have constructed our causal graph, we can apply standard methods of causal

graphical modeling. First, we consult with domain experts to determine if our graph is

missing any known relationships, and add them to the graph. Then having confirmed the

sufficiency of our causal graph, we can compute an estimand for average treatment effect

(ATE) on the relationship of interest. In this case, we’re interested in the relationship

between Exposure (E) and change in vaccine uptake (V̇ ).

Given the causal graph, we can compute the ATE estimand using CGM’s do-calculus.

The details of this process can be abstracted, as this computation can be performed auto-

matically by modern causal inference software libraries that implement do-calculus, such

as the Python package DoWhy [48] (see Figure A.1). The outputs of this computation are

three things: (i) a determination of whether or not an ATE estimand can be computed (some

causal graphs make it impossible); (ii) a generic form of the estimand, written in terms of

partial derivatives of conditional expectation values of the observed variables in the graph;

and (iii) a set of assumptions attached to the estimand, which must be checked manually
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for the ATE estimand to be valid. In general, the resulting estimand expression can then

be evaluated to yield a numerical result by simply plugging in the model equations and

evaluating with the fitted parameters and data of the observed variables (see Figure 3.2).

To summarize, the general procedure used in this case study was: (1) Collect both

online exposure data and offline outcomes data for each of several population groups, (2)

Model the offline phenomena using a well-established quantitative, mechanistic model, (3)

Modify the model minimally to include a linkage between online and offline phenomena,

(4) Fit the model to the data, (5) Write down the causal graph of the model, and confirm it

is sufficiently complete, (6) Compute the ATE estimand from the causal graph and evaluate

it using the model equations, fitted parameters, and observed data.

3.8 Conclusion

In this chapter, I defined a method for linking online social exposures to offline outcomes

in populations, and defined the conditions under which it is applicable. I presented a few

key methodological innovations. First, I defined how online social media data and offline

outcomes data can be linked by identifying online users’ memberships in offline popula-

tion groups. Second, I defined a metric for social exposure to online content through social

networks. Third, I discussed how causal modeling may be applied to the resulting dataset

of exposures and outcomes of offline population groups, with special emphases on how do-

main knowledge should be incorporated to account for confounders and known dynamical

structure of offline phenomena. Finally, I defined the limits of applicability of this proposed

method. Although some of these ideas have been applied before in social media studies,

this chapters still represents a significant contribution for its systematization, review, and

clarification of available tools and best practices.

In the following three chapters, I’ll present two case studies: one in which this method

was applicable, and one in which was not. In Chapter 7, I will delve further into the issue

of possible mechanisms for the effects observed in these case studies.
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CHAPTER 4

DATA COLLECTION FOR ANTIVACCINE TWEETS CASE STUDY

In this chapter, I explore the necessary but less glamorous side of social media studies: data

collection. This chapter documents how the Observatory on Social Media team collected

Twitter data on public sentiments toward the COVID-19 vaccinations during the initial

2021 vaccination campaign in the United States. This timely and careful data collection by

our team facilitated the primary case study of this dissertation: the study of how antivaccine

tweets impacted public health outcomes during the COVID-19 behavior (see Chapter 5).

This data collection had a number of key features that made it especially suitable for our

later causal study. First, we were able to collect the geolocation of a large fraction of users

in the dataset, allowing us to link the online data to offline outcomes- a key prerequisite

for our causal method as defined in Chapter 3. Second, the data was collected over the key

outcome-determinative period in which many people were initially becoming vaccinated,

and so the impacts of these online conversations on offline vaccination behaviors were

more easily measurable. Finally, the data collected was narrowly targeted to discussions of

vaccination and COVID-19, and related antivaccine narratives. This specificity allowed us

to observe the precise subset of the Twitter social network that communicated antivaccine

sentiments to users, allowing us to precisely define our measure of exposure to antivaccine

sentiments.

Any work aiming to conduct a causal study of social media’s offline effects must be

able to perform a data collection process similar this, in order to obtain the high quality and

high specificity data required to use the methods outlined in Chapter 3.
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4.1 Introduction

The COVID-19 pandemic has killed two million people and infected 93 million around the

world as of mid-January, 2021 [49]. Vaccines were critical in our fight to end the COVID-

19 pandemic [50]. It was estimated that around 60-70% of the population would need to

be vaccinated against COVID-19 to achieve herd immunity [51]. However, surveys have

found that only 40-60% of American adults reported that they would take a COVID-19

vaccine [52, 53]. With these levels of vaccine hesitancy, it is unlikely we will reach herd

immunity; COVID-19 will remain endemic.

A possible driver for vaccine hesitancy is the anti-vaccination movement. This move-

ment has been on the rise in the U.S. for two decades, beginning with unfounded fears

over a Measles, Mumps and Rubella (MMR) vaccine [54]. The vocal online presence of

the anti-vaccination movement has undermined confidence in vaccines. Worse, resistance

to the COVID-19 vaccines is currently much more prevalent than resistance to the MMR

vaccine. Since COVID-19 vaccine hesitancy and its drivers remain understudied, a goal of

our project is to help address this gap.

There is a growing body of evidence linking social media and the anti-vaccination

movement to vaccine hesitancy [55, 56, 57]. Studies show that vaccine hesitancy in one’s

peer group is associated with future hesitancy [58], and that misinformation spread on

social networks is linked to poor compliance with public health guidance about COVID-

19 [59]. Based on these findings, the core hypothesis behind this project is that the social

spread of vaccine misinformation and vaccine hesitancy impacts public health outcomes

such as vaccine uptake and COVID-19 mortality rate.

Here we present a collection of English-language posts related to the COVID-19 vac-

cines on Twitter. The collection is exempt from IRB review as it only includes tweet IDs

of public messages. This allows us to comply with the Twitter Terms of Service while

making the data available to both researchers and the general public. Although there has
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been previous work presenting COVID-19 Twitter datasets [60, 61, 62], our work focuses

specifically on discussion of COVID-19 vaccines and related public health outcomes.

The CoVaxxy dataset will enable researchers to study vaccine misinformation and hesi-

tancy, and their relationship to public health outcomes. We will use established techniques

to track vaccine misinformation within the data, along with misinformation superspreaders,

coordinated campaigns, and automated accounts [63, 64, 65, 66, 67]. We will also relate

this social media data to geographic public health data (such as COVID-19 mortality and

vaccine uptake rates) by using geolocation data within the dataset.

In this chapter we describe the methods used to create the CoVaxxy dataset. Using

one week of data, we provide a descriptive analysis and illustrate how our data could be

used to answer various research questions. We also present the CoVaxxy Dashboard, a

tool intended for the public to track key insights drawn from the data. Opportunities and

limitations are discussed as we draw conclusions.

4.2 Dataset Curation

Our key data collection goal is to download a complete set of Twitter posts related to

COVID-19 vaccines. In this section we describe our methodology for selecting appropri-

ate keywords to achieve such a coverage. We then describe our architecture with server

redundancy to maintain an unbroken stream of Twitter data containing these keywords.

4.2.1 Identifying COVID-19 Vaccines Content

To create as complete a set of Twitter posts related to COVID-19 vaccines as possible,

we carefully select a list of keywords through a snowball sampling technique [68, 63].

We start with the two most relevant keywords, i.e., covid and vaccine, as our ini-

tial seeds. Keywords also match hashtags, URLs, and substrings. For example, covid

matches “cnn.com/covid” and “#covid.” Next, we gather tweets utilizing the filtered stream
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endpoint of the Twitter API1 for three hours. From these gathered tweets, we then identify

potential keywords that frequently co-occur with the seeds. These keywords are separately

reviewed by two authors and added to the seed list if both agree that a keyword is related

to our topic. This process was repeated six times between Dec. 15, 2020 and Jan. 2,

2021 with each iteration’s data collection taking place at different times of the day to cap-

ture tweets from different geographic areas and demographics. The seed list serves as our

initial keyword list.

We further refine the keyword list by manually combining certain keywords into com-

posites, leveraging the query syntax of Twitter’s filtered stream API. For example, using

covid19 pfizer as a single composite matching phrase will capture tweets that con-

tain both “covid19” and “pfizer.” On the other hand, including covid19 and pfizer as

separate keywords will capture tweets that contain “covid19” or “pfizer,” which we con-

sider as too broad for our analysis. The final keyword list includes 76 (single or composite)

keywords. Constructing various composites of relevant keywords in this way ensures the

dataset is broad enough to include most relevant conversations while excluding tweets that

are not related to the vaccine discussion.

4.2.2 Content Coverage

To demonstrate the effectiveness of the snowball sampling technique introduced above, we

calculate the popularity of each keyword in the final list by the number of unique tweets

and unique users associated with it.

Figure 4.1, where keywords are ranked by popularity, shows that additional keywords

beyond the 60 most popular ones tend to capture very small numbers of users and tweets,

relative to other keywords in the collection. This suggests that including more keywords

in the seed list described above is not likely to alter the size and structure of the dataset

significantly. In fact, the inclusion of additional keywords could be redundant, due to the

1https://developer.twitter.com/en/docs/twitter-api/v1/tweets/filter-realtime/overview
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Figure 4.1: Number of tweets (purple, left) and users (green, right) captured by each key-
word/phrase in the final list (ranked by popularity) between January 4–11, 2021.
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Figure 4.2: The VM server architecture for the CoVaxxy project. Data flows in the direction
of the arrows. Machines in the larger yellow box are hosted by Indiana University. The
VM “Streamer 2,” in the embedded blue box, is hosted by the Texas Advanced Computing
Center.

co-occurrence of multiple keywords and hashtags in a single tweet, especially for the most

popular terms. Thus, we believe that our set of keywords provides reasonable coverage and

is representative of tweets communicating about COVID-19 vaccines.

As the collection of tweets is intended to persist over time, new relevant keywords

may emerge. To ensure that the keyword list remains comprehensive throughout the entire

data collection period, our team will continue to monitor the ongoing public discussion

related to COVID-19 vaccinations and update the list with important emerging keywords,

if necessary.

4.3 CoVaxxy Infrastructure

4.3.1 Data Collection Architecture

Our server architecture (Figure 4.2) is designed to collect and process large quantities of

data. This infrastructure is hosted by Extreme Science and Engineering Discovery Environ-
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ment (XSEDE) Jetstream virtual machines (VMs) [69, 70]. To maintain the integrity of our

tweet streaming pipeline, we have incorporated redundancy. We maintain two streamer

(stream collection) VMs in different U.S. states so that if one suffers a fault we can use

data from the other. These servers connect to Twitter’s filtered stream API to collect tweets

that match any of the keywords in real time. We use the language metadata to filter out

non-English tweets.

The data from the two streamers is collated on a general purpose server VM where we

run data analysis. The server VM is also linked to Indiana University’s high performance

computing infrastructure for running advanced analyses.

We upload new data files to a public data repository [71] each day2 and will continue to

do so as long as the topic of COVID-19 vaccinations remains relevant in public discourse.

This repository also includes our list of keywords. In compliance with Twitter’s Terms, we

are only able to share tweet IDs with the public.

At the time of our original publication of this work, one could re-hydrate this dataset

by querying the Twitter API or using tools like Hydrator3 or twarc4. However, today Twit-

ter’s pricing and data access policies have changes, making this infeasible for nearly all

researchers. The data is unfortunately no longer generally available.

Finally, a web server provides access to the data on the server VM through the interac-

tive CoVaxxy dashboard, described next.

4.3.2 Dashboard

Existing COVID-19 visualization tools include those by Johns Hopkins University [49]

and The Atlantic.5 These trackers address hospitalization and mortality. Another dash-

board from the Fondazione Bruno Kessler reports on the proportions of misinformation

2https://doi.org/10.5281/zenodo.4526494
3https://github.com/DocNow/hydrator
4https://github.com/DocNow/twarc
5https://covidtracking.com/
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Users Tweets Hashtags URLs
1,847,067 4,768,204 39,857 983,158

Table 4.1: Breakdown of the data collected between January 4 and January 11, 2021 in
terms of unique users, tweets, hashtags, and URLs.

and epidemic-related statistics (e.g., confirmed cases and deaths) per country.6 Finally, the

Our World in Data COVID-19 vaccination dataset publishes vaccine uptake information by

country.7

We are not aware of any tools that concurrently explore the relationships between

COVID-19 vaccine conversations, vaccine uptake, and epidemic trends. Consequently,

we have created a web-based dashboard to fill this void. The CoVaxxy dashboard will

track and quantify credible information and misinformation narratives over time, as well

as their sources and related popular keywords.8 Although we collect English tweets re-

lated to vaccines globally, the dashboard provides state-level statistics in the United States.

Additionally, it shows global hashtag and domain sharing trends. It is updated daily. Fig-

ure 4.3 illustrates one example of an interactive visualization that lets users visualize the

relationship between various misinformation-related and COVID-19 pandemic data. This

data will be displayed alongside COVID-19 pandemic and vaccine trends. By highlighting

the connection between misinformation and public health actions and outcomes, we hope

to encourage the public to be more vigilant about the information they consume from their

daily social media feeds in the fight against COVID-19.

4.4 Data Characterization

Our system started to gather tweets on Jan. 4, 2021. Table 4.1 provides a breakdown of the

dataset (as of January 11) in terms of the number of unique users, number of tweets they

shared, and numbers of unique hashtags and URLs contained in these tweets. Next let us

6https://covid19obs.fbk.eu
7https://ourworldindata.org/covid-vaccinations
8https://osome.iu.edu/tools/covaxxy
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Figure 4.3: Example visualization from the CoVaxxy web dashboard. This visualization lets
users plot relationships (at the state-level) between vaccine-related and misinformation-
related data. The left figure’s axes are selected from the dropdowns, displaying the ag-
gregate relationship. The two figures on the right illustrate the same relationship from a
temporal perspective for an individual state. The user chooses which state to visualize in
the figures on the right by hovering over a dot within the left figure.

analyze the data from that week to illustrate how our dataset might be used for different

research projects.

4.4.1 Volume

We show in Figure 4.4 a time series for the number of tweets collected in our dataset, on an

hourly basis. We can notice a decrease in the number of tweets after January 6, which might

be driven by the increased media attention surrounding the storming of the U.S. Capitol.9

In fact, the mean daily number of tweets decreases from 900k tweets in the period of Jan

4–6 to 400k tweets in the period of Jan 7–11.

In Figure 4.5 we show the distribution of the tweets geo-located in the contiguous

United States. We use a naive approach to match tweets to U.S. states: we first extract

the user location from the profile (if present) and then match it against a dictionary of U.S.

states. Finally, we compute the number of tweets for each state based on the activity of

9https://www.nytimes.com/2021/01/06/us/politics/protesters-storm-capitol-hill-building.html
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Figure 4.4: Number of collected tweets on an hourly basis since the beginning of the col-
lection.

users geo-located in that state. Over 1M users in our dataset have location metadata in

their profile; we were able to match approximately 40k users resulting in 600k geo-located

tweets. Providing an accurate methodology to geo-locate users is outside the scope of this

paper; the reader should consider these results only as an illustration of the insights that

can be gained from the CoVaxxy data.

4.4.2 Hashtags

Figure 4.6 lists the most tweeted hashtags between January 4 and 11. We can see that

they are largely related to the SARS-CoV-2 vaccine, with one (“#covidiots”) referring to

COVID-19 deniers.

Many different conversations can occur concurrently on Twitter, using different hash-

tags for different topics. To cluster related hashtags, we have grouped them together using

a network algorithm. We form a co-occurrence network with hashtags as nodes and edges

weighted according to how often the linked hashtags co-occur within tweets. Nodes are

clustered using the Louvain method [72]. Groups with hashtags that are used the most are
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Figure 4.5: Distribution of the number of inferred geo-located tweets per U.S. state (exclud-
ing Alaska and Hawaii) by absolute numbers (top) and normalized by 2010 state population
(bottom).

Figure 4.6: Top-10 shared hashtags.
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Figure 4.7: An overview of the prominent hashtags in the data, clustered into topic groups.
A few hashtags characterizing each cluster are shown.

plotted in Figure 4.7. We observe groups of hashtags associated with vaccine conspiracy

theories (“#greatreset,” “#billgates”) as well as positive messages (“#stayhome”).

4.4.3 Sources

In Figure 4.8 we show the top-10 most shared websites. We exclude “twitter.com,” which

accounts for over 3M tweets. These sites are comprised mostly of high-credibility informa-

tion sources. However, one low-credibility source — “zerohedge.com” — also makes this

list (see below for details on the classification). We also observe a large number of links to

YouTube, which suggests further investigation will be needed to assess the nature of this

shared content.

Figure 4.9 provides time series data illustrating the prevalence of low- and high-credibility

information. We follow an approach widely adopted in the literature [73, 74, 75, 76, 64]
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Figure 4.8: Top-10 sources shared in vaccine-related tweets.

to label links to news articles based on source reliability. In particular, we use a third-

party list of 675 low-credibility sources10 and 26 hand-selected mainstream sources. The

mainstream sources in this list are labeled by the Media Bias / Fact Check organization

as having a factual reporting record as “very high”, “high”, “mostly factual” or “mixed.”

We refer to them as “high-credibility” throughout the paper for simplicity. Overall, links

to low-credibility sources account for 24,841 tweets compared to 72,680 tweets linking to

our sample of mainstream sources. Readers should note that these numbers do not fully

capture the news circulating on Twitter, as the lists we employ cannot be exhaustive.

We further list in Figure 4.10 the 20 most shared news sources in both classes. We

notice several unreliable sources (cf. “zerohedge.com” and “bitchute.com”) that exhibit

prevalence comparable to more reliable websites.

4.5 Discussion

In this chapter we present a dataset tracking discourse about COVID-19 vaccines on Twit-

ter. We characterize the data in several ways, including prominent keywords, geographic

distribution of tweets, and clusters of related hashtags. We also present a data dashboard

10https://iffy.news/iffy-plus/ (accessed November 2020)
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Figure 4.9: Number of hourly tweets containing links to low- (blue) and high-credibility
(orange) sources.

Figure 4.10: Top-20 shared low- (blue) and high-credibility (orange) sources.
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that visualizes statistics and insights from this data.

The next chapter explores the relationship between online discussion of COVID-19

vaccines and public health outcomes, like COVID-19 mortality and vaccine uptake. We

will also leverage existing social media analysis tools to track emerging narratives and

suspicious accounts, such as bots, coordinated campaigns, and troll farms [63, 64, 65, 66,

67]. Finally, we plan to explore models to better understand how vaccine misinformation

and anti-vaccine sentiment spreads on social media.

This dataset has some key limitations. Critically, Twitter users are not a representa-

tive sample of the population, nor are their posts a representative sample of public opin-

ions [77]. Additionally, filtering our stream to include only English-language tweets comes

at the price of occasionally excluding some variants of this language. This is because our

stream gathers tweets that have been marked as containing English by Twitter’s automatic

language identification system, which may not capture some tweets by minority dialect

speakers and multilingual speakers [78].

The Twitter Filtered Stream API imposed a rate limitation of 1% of all public tweets.

During the week described herein, we did not encounter this limitation.

Another potential source of bias is the keyword sampling procedure used to identify

and collect COVID-19 vaccine related content, which involved evaluation of keywords

to determine what was relevant. We are unable to fully exclude irrelevant content using

only keyword-based filtering. However, further filtering is possible at a later stage. Other

researchers may also refine the data to properly address their own topics of interest.

Given the large-scale, real-time nature of our data collection infrastructure, users do not

have the ability to opt-out. This raises important ethical concerns related to anonymity. To

address this concern, we note that (1) our dashboard only displays aggregate data, obfus-

cating the ability of users to identify those captured within our data; and (2) should a user

delete a tweet or account, the related information will not be returned by Twitter during the

re-hydration process.
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The long-term aim of this project is to tackle the ambitious challenge of linking social

media observations directly to public health, which we do in the next chapter.
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CHAPTER 5

CASE STUDY: ANTIVACCINE TWEETS AND COVID-19 VACCINE

HESITANCY

The case study in this chapter constitutes the culminating demonstration of the causal meth-

ods outlined in Chapter 3. In this paper, we study how antivaccine content on Twitter

affected vaccine hesitancy, vaccine uptake rates, and infection and death rates during the

COVID-19 pandemic. We find that antivaccine tweets do cause increases in vaccine hesi-

tancy, reductions in vaccine uptake, and increases in resulting infections and deaths. This

novel result demonstrated that social media content (and therefore social media moderation

policies) have significant public health implications.

Analyzing the impacts of antivaccine tweets during the COVID-19 pandemic is an es-

pecially good case study for our novel causal inference methodology in Chapter 3 because

an abundance of high quality data was available and the underlying epidemic dynamics are

well understood. In particular: (1) the offline public health data was highly granular in both

time and space (daily records and county-level geographic resolution), (2) the online social

media data was abundant, geolocatable, and available, (3) off-the-shelf quantitative models

are available for understanding the interactions between epidemics and vaccination. These

features of the data and the problem allowed us to link the online and offline data via ge-

olocations, and to model the impacts of online activity on offline outcomes without having

to develop and validate novel models of the offline phenomena. This is the ideal case for

studies of offline effects of online social media.

This chapter’s success demonstrates the viability of the general method outlined in

Chapter 3. It is our hope that it may serve as a proof of concept for future proposed work

studying the offline effects of online social media
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Abstract Vaccines were critical in reducing hospitalizations and mortality during the

COVID-19 pandemic [79, 80, 81]. Despite their wide availability in the United States, 62%

of Americans chose not to be vaccinated during 2021 [82]. While online misinformation

about COVID-19 is correlated to vaccine hesitancy [83, 84], prior work has not established

a causal link between real-world exposure to antivaccine content and vaccine uptake. Here

we present a compartmental epidemic model that includes vaccination, vaccine hesitancy,

and exposure to antivaccine content. We fit the model to observational data and use causal

graphical modeling to determine that a geographical pattern of exposure to online antivac-

cine content across US counties is responsible for a pattern of reduced vaccine uptake in

the same counties. We find that exposure to antivaccine content on Twitter caused about

750,000 people to refuse vaccination between February and August 2021 in the US, re-

sulting in at least 27,000 additional cases and 400 additional deaths. This work provides a

methodology for linking online speech to offline epidemic outcomes. Our findings should

inform social media moderation policy as well as public health interventions.

5.1 Introduction

Several socio-economic factors have been linked to vaccine hesitancy using correlational

studies [85], but finding evidence of drivers remains a challenge. One potential driver is

exposure to anti-vaccine content on social media. A laboratory study demonstrated that

exposure to COVID-19 misinformation decreased willingness to be vaccinated [83]. Us-

ing social media data, higher rates of misinformation were found to precede increases in

COVID-19 infections in countries during early 2020 [86], though this may have been due

to a general wave of COVID-19 discussion in early 2020 [87]. A temporal correlation

was also found between increased production of online vaccine misinformation and higher

vaccine hesitancy, as well as lower uptake, across US states and counties [84].

These studies focus on associations and do not establish a causal link between real-

world exposure to antivaccine content and vaccine uptake. Here we wish to measure the

63



extent to which changes in levels of exposure to antivaccine content on Twitter in US coun-

ties caused changes in vaccine uptake rates. To estimate the causal link between exposure

to antivaccine tweets, vaccine hesitancy, and reduced vaccine uptake, we extend the SIR

model with states that represent vaccinated and vaccine-hesitant people. This model fits

empirical data about COVID cases, vaccinations, and exposure to antivaccine tweets better

than simpler models that ignore vaccine hesitancy. A key parameter is the rate at which

people exposed to antivaccine content become vaccine hesitant. Fitting the model to the

data yields a positive value for this parameter, indicating that increased exposure increases

vaccine hesitancy. As more people become vaccine hesitant, vaccine uptake rates decline,

leading to increased infections and deaths.

Figure 5.1: Antivaccine tweets. (a) Number of geolocated antivaccine tweets observed
each day of the observation period. (b) Antivaccine tweets per capita per day, geolocated
in each US county during the observation period. Grey coloring denotes counties where
we have insufficient geolocated Twitter data.

64



We analyze the records of cases and vaccinations in US counties between February and

August 2021 (see Methods). To connect these data to antivaccine content exposure, we

identify and geolocate antivaccine tweets. We use a text classifier (see Methods) to identify

COVID-related tweets as “Antivax” or “Other.” About 10% of tweets in our data set can

be geolocated to specific US counties, and about 8% are identified as containing antivac-

cine content. This yields a dataset of 26 million geolocated tweets, 2.2 million of which

are identified as containing antivaccine content. Figure 5.1 shows that antivaccine content

increased around July 4th, 2021 and was broadly distributed throughout the US with lim-

ited geographic clustering; some counties produced orders of magnitude more antivaccine

content per capita than others. To measure county-level exposure to antivaccine content,

we combine the number of antivaccine tweets produced in each county with a network that

captures the spread of this content from one county to another via retweets (see Methods).

We combine this antivaccine content exposure data with COVID case and vaccination

data for each county. Next we describe the model and fit its parameters to this data, allowing

us to infer the effect of antivaccine tweets on vaccine hesitancy, vaccinations, cases, and

deaths.

5.2 Antivaccine Tweets Increase Vaccine Hesitancy

To infer the impact of antivaccine tweets on vaccine hesitancy, we model the COVID epi-

demic with an SIR-like compartmental model that we call SIRVA (see Methods). In ad-

dition to the standard Infected (I) and Recovered (R) compartments, the model has com-

partments for vaccinated people (V ) and divides the Susceptible group (S) into those who

are willing (S ′) and unwilling (A) to be vaccinated, see Figure 5.2a. The key epidemic

model parameters are the infection rate β, the recovery rate ρ, the vaccination rate ν, and

the rate γ at which people become unwilling to be vaccinated. The latter can be written as

γ = γeE+ γp, where γe is the rate at which people become vaccine-hesitant per unit of ex-

posure to antivaccine content (E) and γp is the rate of conversion to vaccine hesitancy due
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to other factors. Finally, we express the vaccine-hesitant population at time t as A = αtS,

where the vaccine hesitancy ratio αt changes by rate γ each day and its initial value is an

additional parameter α0.

Figure 5.2: SIRVA model. (a) Compartmental model diagram (see Methods). Note that
A = αS and S ′ = (1 − α)S, where α is the vaccine hesitancy ratio, i.e., the fraction of
susceptibles who are unwilling to be vaccinated at time t. E is the magnitude of exposure
to antivaccine tweets and γe is the rate at which people become vaccine-hesitant due to this
exposure. (b) Posterior distribution of γe, with 95% high-density interval. The maximum-
likelihood value is γe ≈ 0.21. (c) Posterior distributions of other global model parameters.
Note that there are multiple curves for ν and β because we used different values of these
parameters during different time periods to account for changing infectivity and national
vaccine availability; these are ordered from earliest to latest. (d) Vaccinated population (V),
and population who are both susceptible and vaccine-hesitant (A).

We apply this model to each county and use Bayesian Markov Chain Monte Carlo

(MCMC) to infer the posterior distributions of the parameters from the data (see Meth-

ods). We are primarily interested in the parameter γe, which quantifies the impact of ex-

posure on vaccine hesitancy. Inspecting the posterior distributions of the parameters (see

Figure 5.2b,c), we find that γe is greater than zero (p = 0.00022) with an approximate
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magnitude of 0.21 and a 95% credible interval between 0.16 and 0.26. This indicates that

increases in exposure to antivaccine content predict future increases in vaccine hesitancy,

and subsequent decreases in the vaccine uptake rate.

5.3 Antivaccine Tweets Prevent Vaccinations

The SIRVA model does not specify a direct relationship between exposure and vaccine up-

take rates, however we can use causal graphical modeling [88] to assess this relationship

(see Methods). We define the Average Treatment Effect (ATE) as the change in vaccina-

tions per exposure to antivaccine tweets, where exposure is expressed in units of antivaccine

tweets per capita. We derive an expression for the ATE and find its magnitude to be −757

(see Methods), with a 95% credible interval between −575 and −931 and high confidence

that it is strictly less than zero (p = 0.00022). This result allows us to infer that the rela-

tionship is causal; we consider potential confounding factors in the Discussion. We also

compare these results to a simpler linear model relating exposure to vaccine uptake, and

find a similar (but stronger) negative relationship; our method improves over the simpler

linear model by accounting for additional causal confounders (see Discussion).

Based on the ATE, we estimate that antivaccine tweets induced approximately 750,000

people to refuse COVID vaccinations nationwide (with a 95% credible interval of 572,000–

926,000) during the period from February 6th to August 9th, 2021 in the United States (see

Methods). This represents only a small fraction of the total number of Americans who

were unwilling to be vaccinated and were susceptible to infection (A), which we estimate

at approximately 113 million people in August 2021, up from 86 million in February (see

Figure 5.2d and Methods).

We can use measurements of vaccine effectiveness to provide a lower bound for the

number of COVID cases and deaths that may have resulted from this reduction in vaccina-

tion. We estimate that among the 750,000 people who remained unvaccinated as a result

of antivaccine tweets, there were about 27,000 COVID cases and 400 COVID-attributable
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Table 5.1: Model comparison. We compare models based on their expected out-of-sample
model performance (ELPD) using leave-one-out (LOO) cross validation. ELPD-LOO
closer to zero indicates better fit to the data. The standard errors give a natural scale for
comparing the relative accuracy of the models. Metrics were computed on a sampled data
set of 400 random counties and 24 evenly spaced dates spanning the observation period
from February to August 2021.

Model ELPD-LOO

SIRVA −(1698± 6.7)× 102

SIRV −(1716± 6.6)× 102

deaths during February-August 2021 that would have been prevented without this addi-

tional vaccine hesitancy (see Methods). This represents a lower bound on the total impact

because there would have been secondary infections outside the vaccine-hesitant popula-

tion. Additionally, there would have been more cases and deaths following August 2021,

which are not counted here.

To test if accounting for vaccine hesitancy improves model accuracy, we compared the

predictions of our SIRVA model against a simpler model that does not include vaccine

hesitancy (called SIRV, see Methods) using leave-one-out cross-validation and a Bayesian

model fit score (see Methods). The results are shown in Table 5.1. The SIRVA score is more

than two standard errors better than that of SIRV, indicating that SIRVA is substantially

more accurate at predicting unobserved data points.

5.4 Discussion

The proposed SIRVA model provides us with a novel approach to capture the role of vaccine

hesitancy in epidemics. We use this model to measure the effect of antivaccine Twitter

content on vaccine uptake during the COVID-19 pandemic in the United States. We find

that exposure to antivaccine content on Twitter caused decreased vaccine uptake rates and

increased cases and deaths.

Our causal analysis hinges on a few key points. First and most critically, by leverag-

ing the retweet network of COVID-related tweets between US counties, our measure of
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exposure to antivaccine content is specific to both the Twitter platform and the particular

geographic distribution of Twitter users discussing COVID, allowing us to rule out many

possible confounding factors that act through other social networks (e.g. Facebook) or

with different geographic distributions. We test this geographic and platform specificity of

our measure of exposure in two ways: (i) we tested the correlation of the COVID-related

retweet network, Wij , with other social networks (i.e. Meta’s Social Connectedness In-

dex [89]), and found no correlation, and (ii) we tested whether shuffling exposure data by

county would destroy the measured relationship between antivaccine tweets and increased

vaccine hesitancy, and found that the relationship was null in this case.

In addition to this platform and geographic specificity, we also accounted for other

possible causal confounders in our model, including preexisting vaccine hesitancy in each

county, nationwide drift in vaccine hesitancy overtime, and possible differential antivac-

cine content exposure rates based on preexisting vaccine hesitancy. We accounted for pre-

existing antivaccine sentiments in each county by including an inferred free parameter for

the initial antivaccine hesitancy ratio α0 in each county. We accounted for nationwide

drift in vaccine hesitancy over time through an additional parameter γp allowing for con-

version to vaccine hesitancy without exposure to antivaccine tweets. Additionally, in our

causal graphical model we accounted for the tendency of people with higher vaccine hesi-

tancy to be more likely to be exposed to antivaccine content on social media by including

an additional causal path from vaccine hesitancy to exposure, and this is reflected in our

average treatment effect estimation. Finally, we also tested an alternative SIRVA model

in which existing vaccine hesitancy may produce additional vaccine hesitancy within a

county, for instance by word-of-mouth spread of antivaccine sentiment (see Methods); this

more complex model produced qualitatively similar results as the SIRVA model, ruling out

the possibility that word-of-mouth spread can explain the relationships we find.

Although our causal inference analysis accounts for confounding factors that affect the

vaccine uptake rate by inducing vaccine hesitancy, we have not accounted for confounders
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that might act via vaccine availability. We assume that the processes governing Twitter’s

social dynamics and those determining vaccine availability are largely independent. Based

on this assumption, we believe there is no significant common cause of both vaccine un-

availability and exposure to antivaccine tweets. Because effects on vaccine uptake must

act either by vaccine hesitancy or vaccine availability, we believe we have accounted for

the possible confounders. We therefore conclude that the observed relationship between

exposure to antivaccine tweets and reduced vaccine uptake rate is causal.

The accuracy of our method may be affected by data limitations. First, the official CDC

data on COVID vaccinations, cases, and deaths contain imputed values and reporting lags.

Second, our Twitter user geolocation data has limited coverage of the user population.

Third, our observations may not capture the full spectrum of all antivaccine content on

Twitter. These limitations may have created sample biases in the measured antivaccine

content exposure and vaccine uptake rates.

With these caveats, our analysis estimates that 750,000 people became vaccine hesi-

tant as a result of antivaccine content on Twitter. These are only a small fraction of our

model’s estimate of 27 million Americans who became vaccine hesitant between February

and August 2021. This larger increase is likely due to other sources of antivaccine mes-

saging outside Twitter, including other social media, traditional media, and word-of-mouth

interactions. Further work could analyze data from larger platforms, such as Facebook,

Instagram, and TikTok, which also carry antivaccination content [90].

This work constitutes a significant contribution to both public health research and social

media studies because it establishes a causal link between online content and offline public

health outcomes. These conclusions should inform future social media policy and epidemic

modeling efforts.
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5.5 Methods

5.5.1 Data

We use three main data sources in this work: the CoVaxxy Tweets database, which contains

Tweets related to COVID vaccines; CDC records of COVID cases and vaccinations in US

counties; and Mønsted and Lehmann’s antivaccine tweets dataset, which supplements our

own labeled data for training a tweet classifier. Details are provided below.

The primary data source for this work is the CoVaxxy project [91] from Indiana Univer-

sity’s Observatory on Social Media. CoVaxxy collects tweets related to COVID vaccines

and vaccine hesitancy, and geolocates the tweets to US counties when possible. Using this

dataset, we can track the online discourse surrounding COVID vaccination in individual US

counties. In this study we used data from February 6th to August 9th, 2021, and used only

tweets geolocated to US counties. The beginning of this window coincides with vaccines

becoming widely available in the US, and the end of the window marks approximately the

time when the vaccine uptake rate began to slow substantially. The primary features of this

data are the text content, timestamps, and geolocations of the tweets.

The US Center for Disease Control (CDC) collects and publishes data on COVID health

outcomes and vaccination in US counties, including cumulative cases, deaths, and vacci-

nations [92] for each county, for each day. This is the source of the public health metrics

in this work. Due to differences in local reporting systems and reporting schedules, some

entries in the cumulative counts are imputed by CDC as the last known value until they are

updated with new reports from the counties or states. Counties within the state of Texas are

excluded from our dataset because the official CDC data on COVID vaccinations does not

contain information about Texas counties until after October 22, 2021.

To train our antivaccine tweet classifier, we require a dataset of tweets labeled as “an-

tivaccine” or “other.” We supplement our own labeled data with a similar dataset created

by Mønsted and Lehmann [93]. Although this dataset is not specific to COVID antivaccine
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sentiment, we found its content to be similar enough to improve the performance of our

classifier. We used the Mønsted and Lehmann dataset for training our model but not as part

of test data used to evaluate our classifier’s performance.

5.5.2 Antivaccine Tweet Classifier

To track the volume of antivaccine content produced in each county, we built a text classifier

that determines if a tweet is expressing antivaccine sentiment. The classifier takes the text

of a tweet as input and returns a label, either “antivaccine” or “other.” The classifier is a

neural network based on the RoBERTa language model [94], and is trained on a set of

manually labeled tweets.

Our labeled training and test data were coded by two human annotators and exam-

ined for agreement. Cases where annotators disagreed were discarded. To be labeled as

antivaccine, a tweet must express the belief that safe, effective COVID vaccines are bad,

ineffective, not actually a vaccine, or harmful (without specific evidence). Most tweets ex-

pressing the belief that COVID vaccines are harmful made one of a few common claims,

so these common claims were manually checked using reputable fact-checkers (e.g., Poli-

tiFact, FactCheck.org) and CDC publications; in general, the common claims of harm were

found to be false and labeled as antivaccine.

The classifier was trained on 4,200 labeled tweets from the CoVaxxy dataset. To in-

crease training data volume and variety, we also added to this training set 2,000 tweets ran-

domly selected from the Mønsted and Lehmann dataset [93], which were labeled by three

human annotators; cases where annotators disagreed were discarded. The model was evalu-

ated on a hold-out set of 900 labeled tweets from the CoVaxxy dataset, labeled by the same

method and annotators as the training data. We did not use cross-validation because (i) the

training data includes Mønsted and Lehmann’s tweets, which do not match 2021 COVID-

related tweets, and (ii) our sample of training tweets from the CoVaxxy dataset deliberately

included a greater proportion of antivaccine tweets to help with classifier learning. Instead
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we produced the test dataset by pure random sampling from the CoVaxxxy data to ensure

that classification metrics like F1 are unbiased.

The classifier was evaluated using common classification metrics. It has an accuracy

of 0.94 ± 0.02, an F1 of 0.74 ± 0.07, and a Matthews Correlation Coefficient [95] of

0.72±0.08, where 95% confidence intervals are computed by the bootstrap procedure [96].

This classifier was used to determine the number of antivaccine tweets geolocated in each

county on each date. While some individual tweets may be misclassified, we believe the

performance of the classifier is adequate to determine population-level trends and relative

magnitudes in the prevalence of antivaccine tweets.

5.5.3 Exposure to Antivaccine Tweets

To measure the impact of antivaccine tweets on people’s propensity to get vaccinated, we

measure the amount of antivaccine Twitter content to which people are exposed at the

county level. Intuitively, if a population is strongly connected to other populations that

produce a lot of antivaccine content, then its exposure is high. The per-capita antivaccine

exposure rate in county i at time t is defined as

Ei,t =
1

Ni

∑
j WijTj,t∑

j Wij

(5.1)

where Ni is the population of county i, Tj,t is the number of antivaccine tweets in county

j during time window t, and Wij is the number of times that COVID-related tweets posted

by users in county j were retweeted by users in county i during our observation period.

5.5.4 SIRVA Model

In the SIRVA epidemic model (see Figure 5.2), we assume that vaccinated people (V ) can-

not become infected and that vaccine-hesitant people (A = αS) cannot become vaccinated.
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The dynamic equations for each county can be written as:

dS

dt
= −β(I/N)S − νS(1− α) (5.2)

dI

dt
= β(I/N)S − ρI (5.3)

dR

dt
= ρI (5.4)

dV

dt
= νS(1− α) (5.5)

dα

dt
= γ(1− α) (5.6)

where N is the population of the county, S is the number of people who are susceptible to

infection, I is the number of people who are currently infected, R is the number of people

who have either recovered or died from the infection, V is the number of people who are

vaccinated, α is the vaccine hesitancy ratio, γ is the conversion rate to vaccine-hesitancy,

and β, ρ, and ν are infection, recovery, and vaccination rate parameters, respectively. To

keep the notation simple, we omit the explicit time dependency of various parameters, such

as γ.

To infer the latent variable α from the data, we assume that there is an initial vaccine

hesitancy ratio, α0, and people convert to vaccine hesitancy from the non-vaccine-hesitant

portion of the population (1− α) at rate γt. We thus compute αt as:

αt = α0 +

∫
t′<t

dαt′

dt′
dt′ = α0 +

∫
t′<t

γ(1− αt′) dt
′. (5.7)

Finally, we break the conversion rate γ into components due to exposure to antivaccine

tweets (γe) and other factors (γp): γ = γp+γeEt, where Et is the antivaccine exposure rate

in the county at time t (specifically, the exposure over the previous eight days).

The parameter α0 is inferred for each county. All the other parameters (β, ρ, ν, γe, and

γp) are inferred from the data across all counties. We use Bayesian Markov Chain Monte

Carlo (MCMC) sampling to infer their posterior distributions given the data (see details in
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following section).

We also define a simpler comparison model, SIRV, which is a special case of SIRVA

where αt = 0 for all t. This allows us to test how including vaccine hesitancy and its

dynamics impacts the model’s predictive performance.

Another possible model would include a feedback term, γaα, in γ, accounting for the

spread of vaccine hesitancy within a county as a social contagion. We also tested a model

with this dynamic effect and found similar results to the SIRVA model described here. We

dropped this feature of the model for simplicity.

5.5.5 Estimating Parameters

Our goal in this section is to infer the parameters of the SIRVA model from the data. In

particular, we want to infer γe to understand whether exposure to antivaccine tweets leads

additional people to become unwilling to be vaccinated. To estimate the likely range of

the model parameters, we use Bayesian inference with MCMC sampling [97]. The goal of

Bayesian inference is to find the probability distribution (which we call the posterior dis-

tribution) that describes the likely values of a parameter given the data. From the posterior

distributions, we can get a mean estimate, the 95% high probability interval (“HDI”), and

a p-value for each parameter.

At a high level, Bayesian MCMC inference samples random parameter values propor-

tionally to their likelihood given the data. The MCMC algorithm begins by sampling from

a prior distribution, which is defined by specifying plausible ranges of the parameters, and

gradually converges to the posterior distribution. We use the standard NUTS algorithm [98]

implemented in the NumPyro package [99].

To specify a likelihood function for the SIRVA model given the data, we will define

probability distributions for the daily changes in each of our observed variables: cumula-

tive cases (C = I + R), vaccinations (V ), susceptible individuals (S = N − (V + C)),

and recovered individuals (R). We assume Rt ≈ Ct−8, based on a typical time from ini-
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tial symptoms to non-infectious status of 10 days [100], and a lag time between initial

symptoms and a positive test of about 2 days.

We want to define the probability of observing the daily changes in cases, vaccinations,

recoveries, and susceptibles (i.e., xj = ∆C,∆V,∆R,−∆S) given estimates of these data

(µj) from the SIRVA model equations using the sampled parameters. We define the proba-

bility of observing data xj given estimate µj with the negative binomial distribution, which

accounts for noise in the data through a concentration parameter ϕj:

PNegBin(xj | µj, ϕj) =

(
xj + ϕj − 1

xj

) (
µj

µj + ϕj

)xj
(

ϕj

µj + ϕj

)ϕj

. (5.8)

Each observed variable is distributed according to the negative binomial, for example,

∆C ∼ PNegBin(xC | µC , ϕC). The ϕ parameters are inferred by the MCMC sampler in

the same way as other model parameters.

We define the likelihood function of our parameters given the data as the product of

these four negative binomial distributions:

L =
∑
j

∑
i

log(PNegBin(xij | µj, ϕj) ) (5.9)

where the index i represents a data point for a particular date and county.

The MCMC sampler also requires us to specify prior distributions for each model pa-

rameter we want to infer. For the basic epidemic parameters, we use normal distributions

as priors:

ρ ∼ Norm(µ = 0.1, σ = 0.3)

β ∼ Norm(µ = 0.2, σ = 0.3)

ν ∼ Norm(µ = 0.0025, σ = 0.1).

These distributions have high variance relative to the plausible parameter ranges so that
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the priors do not strongly influence the final inferred parameter values. For the vaccine-

hesitancy parameters, γe and γp, we choose priors centered at zero. This way, if the pos-

terior is found to be non-zero, we know the prior did not bias that conclusion. For α0,

we choose a weak prior based on general estimates of vaccine hesitancy in the popula-

tion [101]. We use these priors:

γe ∼ Norm(µ = 0, σ = 1)

γp ∼ Norm(µ = 0, σ = 0.5)

α0 ∼ Norm(µ = 0.2, σ = 0.5).

Finally, the concentration parameters defined above are given weak Gamma priors,

which flexibly capture variance in the data:

ϕj ∼ Gamma(ϕj | α, β) =
βα

Γ(α)
ϕα−1
j

with parameters α = 1 and β = 6.

We set weak upper and lower bounds for all the priors to prevent runtime errors asso-

ciated with negative or very large parameter values. In particular, the parameters that must

be positive (ρ, β, ν, A0) are restricted to be positive definite with a lower bound of 10−15.

Upper bounds are set well above realistic ranges, e.g., 1.0 for A0, the initial fraction of the

population unwilling to be vaccinated.

In our model, the parameters ν and β can vary over time, following prior work [102,

103]. The ν parameter is allowed to change once every six weeks to account for changing

nationwide vaccine availability. The β parameter is allowed to change once every three

weeks to account for changing mean reproduction numbers associated with the emergence

of new variants (e.g., the Delta variant late in our observation window) and changing public

health policies (e.g., the imposition or lifting of lockdowns and mask mandates). The

multiple values of these parameters are inferred by the MCMC sampler just like the other
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parameters.

Our dataset comprises 1,319 counties and 188 dates for which we have sufficient Twitter

and public health data. We use a subsample of this data to perform our inferences. We

sample by date to minimize the effect of temporal autocorrelations in the data; specifically,

we use every 8th day in the time series data for each county. This interval is chosen for

two reasons: (i) it’s slightly more than a week, so it smooths over data lags associated with

weekly reporting cycles, and (ii) it is the approximate recovery time used to compute R.

We also randomly sample by county to limit the number of model parameters (each county

i introduces an additional parameter α0,i). Our Bayesian MCMC inference tools struggle

with numerical stability when the numbers of parameters and data points get too large. We

therefore use 400 randomly selected counties and 24 evenly-spaced dates from our data.

Although this sampling ultimately reduces the precision of our inferred parameter values,

we do not believe it introduces any systematic biases; results are consistent across different

random samples of the counties.

5.5.6 Effect Estimations

In this section we first summarize our methods for the average treatment effect (ATE)

of exposure E on the vaccine uptake rate V̇ = dV
dt

, and then offer further details on the

derivations of the key equation.

We use a causal graphical model (see subsubsection 5.5.6) of the SIRVA dynamical

system ( Equation 5.2–Equation 5.7) to derive an expression for the average treatment

effect of exposure E on vaccine uptake rate V̇ :

ATE =
d

dEt−1

E[V̇t | αt−1] ≈ −E[νt−1 St−1,i γe (1− αt−1,i)] (5.10)

where the expectation value is taken over times t, counties i, and the posteriors of ν, γe, α.

See
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Given the ATE from Equation 5.10, we wish to calculate how many vaccinations were

prevented in each county and nationwide. Assuming the total change in vaccine uptake

rate is relatively small, we can estimate the number of vaccinations prevented each day in

each county as ∆V t,i ≈ (ATE)Et−1,i, and then use this estimation to calculate the total

number of vaccines prevented nationwide as ∆V = N ∆t Ei,t[
∆Vt,i

Ni
], where N is the total

population of the US and ∆t is the length of the observation period (see details in following

sections).

After calculating the number of people across the whole US who remained unvacci-

nated as a result of exposure to antivaccine tweets (750,000), we wish to estimate how

many cases and deaths may have been prevented among these people if they had been

vaccinated instead. Assuming their infection and death rates were typical for unvacci-

nated people during the February-August 2021 time period (3,870 cases and 57 deaths per

100,000 people, see details in following sections), we estimate that about 29,000 cases and

430 deaths occurred in this population. Of these cases and deaths, approximately 93% of

cases and 94% of deaths may have been prevented by vaccination [104, 105], yielding the

numbers of COVID cases and deaths attributable to antivaccine tweets, as reported in our

results.

In the following subsections, we detail the construction of the causal graphical model

(CGM), the derivation of the ATE expression from the CGM, and finally the estimation

of case and death rates among the unvaccinated population, which were used in the above

computation of total estimated deaths resulting from antivaccine tweets. cccccbgnhrvb

Constructing the Causal Graphical Model

We construct a Causal Graphical Model (CGM) corresponding to the SIRVA model in a

few steps, illustrated in Figure 5.3. (i) We consider the derivatives of the key dynamic

variables (Ṡ, İ , Ṙ, V̇ , α̇), and identify the variables on which they functionally depend in

the model equations. (ii) We construct a simple bipartite graph from the variables to their
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Figure 5.3: Steps to construct the causal graphical model from the SIRVA compartmental
model.

derivatives, where each arrow represents a dependency. (iii) We complete a full time step

in the CGM by creating additional links from the variables and their derivatives at time t to

the variables at time t+ 1.

Figure 5.4 illustrates the final CGM, which includes additional dotted lines representing

a confounding relationship from α to E not explicitly captured by the SIRVA model equa-

tions. This potential confounding relationship is included because vaccine-hesitant people

may be more likely to engage with antivaccine content online, increasing their exposure.

The chain of time steps is also extended backward in time to include the variables at times

t− 1, . . . , 0, back to the initial conditions (e.g., α0).

Deriving the ATE Estimand

We leverage the causal graphical model constructed in the previous methods section to find

the average treatment effect (ATE) of exposure E on the vaccine uptake rate V̇ . The CGM

of Figure 5.4 shows a path Et−1 → α̇t−1 → αt → V̇t, indicating that there is a causal chain

of effects from E to V̇ . In addition, there is a causal chain from αt−1 to both V̇ and E,

indicating that αt−1 is a confounding variable that must be considered. To account for these

relationships, we use do-calculus [88], as implemented in the DoWhy python package, to
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Figure 5.4: Causal graphical model (CGM) corresponding to the SIRVA model. The dia-
gram shows the causal antecedents of the model variables at time t. Here the notation Ẋ
denotes the quantity dX

dt
, and each arrow represents a causal relationship, where the source

variable (on the left) causes the target variable (on the right). The dotted arrows denote an
additional possible confounding relationship from α to E in the model; this relationship is
assumed to exist in the CGM, and our Average Treatment Effect accounts for its presence.
Note that the causal graph is a lattice that can be extended backward in time to an initial
state (e.g., α0).

find the generic form of the ATE:

d

dEt−1

(
E[V̇t | αt−1]

)

where E[x] denotes the expectation value of x over the data and the posterior samples.

To write this expression in terms of our model variables and parameters, we plug in the

expression for V̇t in terms of Et−1 according to our model equations. We can look at the

causal path through the CGM (Et−1 → α̇t−1 → αt−1 → V̇t) to find the relevant model

equations:

α̇t−1 = (γp + γeEt−1)(1− αt−1)

αt−1 ≈ α̇t−1∆t+ αt−1

V̇t = νSt−1(1− αt−1).
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Plugging in these expressions and ∆t = 1 for a 1 day change, we get:

V̇t ≈ νSt−1(1− ((γp + γeEt−1)(1− αt−1) + αt−1)).

Next, we need to take the expectation value over our data set and the joint posterior distri-

bution of our parameters. Specifically, we compute an expectation value over our counties

i, times t, and posterior samples s, and weight the expectation by county population, Ni.

So the expression for Et,i,s[V̇t] expands out as:

Et,i,s[V̇t] ≈
1

(nt − 1)ns(
∑

iNi)

nt∑
t=1

∑
i

∑
s

NiνsSt−1,i(1− ((γp,s + γe,sEt−1,i)(1− αt−1,i,s) + αt−1,i,s))

where nt and ns are the number of dates and posterior samples, respectively. Note that this

quantity depends explicitly on αt−1, so, E[V̇t | αt−1] = Et,i,s[V̇t]. Taking the derivative with

respect to Et−1 and collapsing the expectation value to a more concise notation, we get our

estimand:

d

dEt−1

(
E[V̇t | αt−1]

)
≈ − 1

(nt − 1)ns(
∑

i Ni)

nt∑
t=1

∑
i

∑
s

NiνsSt−1,iγe,s(1− αt−1,i,s)

= −Et,i,s

[
νsSt−1,iγe,s(1− αt−1,i,s)

]
= −E

[
νSt−1γe(1− αt−1)

]
.

Assuming the total change in vaccination is small (which is valid in this case), we can esti-

mate the change in vaccine uptake in each county on each date using a linear approximation

of the total effect as

∆V t,i ≈ Et−1,i

( d

dEt−1

(
E[V̇t | αt−1]

))
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and the total change in vaccine uptake over the whole time period and nation-wide popula-

tion as

∆V = (N∆t)(Et,i[∆V t,i]) = N∆t
( 1

nt(
∑

i Ni)

∑
i,t

Ni∆V t,i

)

where N is the total population (about 337 million people in the US) and ∆t is the length

of the observation period in days (192 days from February to August 2021). This results

in a figure of about 750,000 vaccines prevented between February and August 2021 in the

US.

We also computed this quantity by simply simulating the SIRVA model with the in-

ferred parameters in a counterfactual scenario where the exposure on all counties was set

to zero, and found a comparable estimate of 980,000 people; this method was not used

for our final results because the ATE-based method is better able to explicitly account for

potentially confounding factors.

Estimating Case and Death Rates among the Unvaccinated Population

We want to know the probability that a person who was unvaccinated would have become

infected with COVID during the observation period from February to August 2021 in the

United States. We can estimate this probability from the case and vaccination data, with

the help of an estimate of vaccine effectiveness. Consider the probability that any person

would have been infected, P (C). We can break this probability down into two parts: the

cases of vaccinated people P (C, V ) and the cases of unvaccinated people P (C, V̄ ):

P (C) = P (C, V ) + P (C, V̄ ) = P (C | V )P (V ) + P (C | V̄ )P (V̄ ).
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We can relate these two parts using the effectiveness of vaccinations at preventing cases,

defined as λC = 1− P (C|V )

P (C|V̄ )
:

P (C) = (P (C | V̄ )(1− λC))P (V ) + P (C | V̄ )P (V̄ ).

We can solve for P (C | V̄ ), the probability that an unvaccinated person would become

infected:

P (C | V̄ ) = P (C)[P (V )(1− λC) + P (V̄ )]−1.

We can get a real value of this quantity by plugging in mean estimates of these probabilities

for the cases that occurred over a particular time period (e.g. the previous day) and the

number of vaccinations at that point in time:

Pt(C | V̄ ) =
∆Ct

N − C

[ Vt

N − C
(1− λC) +

N − C − Vt

N − C

]−1

.

Summing over time, we find the total risk is:

P (C | V̄ ) =
∑
t

∆Ct

N − C

[ Vt

N − C
(1− λC) +

N − C − Vt

N − C

]−1

.

We can similarly derive the risk of an unvaccinated person dying using the effectiveness of

vaccines at preventing deaths, λD:

P (D | V̄ ) =
∑
t

∆Dt

N −D

[ Vt

N −D
(1− λD) +

N −D − Vt

N −D

]−1

.

Computing these risks for an unvaccinated person in the United States over the period

February-August 2021 using CDC data for cases, deaths, and vaccinations and values of

λC = 0.93 and λD = 0.94 [104, 105], we find P (C | V̄ ) = 0.0387 and P (D | V̄ ) =

0.00057. This equates to 3,870 cases and 57 deaths per 100,000 unvaccinated people,
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which we use in the main text to estimate the numbers of cases and deaths resulting from

exposure to antivaccine content on Twitter.

5.5.7 Model Selection Criteria

To compare the performance of the SIRVA model to simpler models, we use leave-one-out

cross validation (LOO), approximated with Pareto-smoothed importance sampling (PSIS).

The PSIS-LOO criterion [106] is designed to estimate out-of-sample predictive perfor-

mance by approximating the expected log pointwise predictive density for a new dataset

from the observed dataset without refitting the model to the data. The criterion is robust

and efficient and represents the current state of the art for Bayesian model comparison.
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CHAPTER 6

CASE STUDY: SOCIAL MEDIA AND LEGISLATIVE AGENDA SETTING

In this chapter, I’ll look at a case study in which we could not apply the causal inference

method described in Chapter 3. In this context of the larger dissertation, this case repre-

sents the more typical, non-causal research that is generally found in social media studies;

it is what this dissertation aims to advance beyond. The case attempts to study the effects

of Twitter and Facebook content on the legislative discourse in the UK House of Com-

mons. We measure how new topics appear first on social media and then later appear in

Commons, suggesting that social media may lead the attention of legislative bodies like the

UK House of Commons. However, this study is only able to establish temporal precedence

and association (i.e., “Granger causation,” see Appendix D), but is not able to deliver more

complete causal conclusions.

In retrospect the method described in Chapter 3 may have been applicable to this case.

It may have been possible to quantify the exposure of each Member of Parliament (MP)

to new topics based on their own personal interaction networks on Twitter, and then assess

the resulting changes in the speeches of their respective parties in Commons. However,

this would only have been possible for Twitter data, where we had information about the

UK Parliamentarians’ Twitter accounts (and therefore their exposure levels), and not for

Facebook where we had no such data. Additionally, the method described in Chapter 3 was

designed for much larger population groups (not just a handful of individuals), so applying

it to this problem may have resulted in excessively noisy results due to the limited volume

of data associated with each individual MP. Regardless, the method of Chapter 3 had not

been fully developed when this project began, and so we were unable to attempt to apply

it.
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6.1 Introduction

The relationship between the public, the news media, and legislative discourse has been

transformed by widespread adoption of social media in the last 15 years. Many people now

consume news articles on social media provided by algorithms which choose which articles

to display partly based on their popularity. Furthermore, many politicians use social media

themselves to get their news and to interact with the public. However, it’s unclear to what

extent public reactions to news articles guide or predict the attention of legislatures to the

content of those articles.

In this chapter, we aim to measure how changes in the discourse of the UK Parliament

may be related to public social media activity. In particular, we measure how statements

by MPs change after the sharing of a news article on Facebook. To do this, we focus

on analyzing the transcripts of special sessions of the UK Parliament in which politicians

ask questions of the government to hold the government to account on policy issues. The

transcripts of these question sessions offer us a way to track the attention of Parliament as a

whole, and allow us to examine the relationship between parliamentary attention and social

media posts and news articles.

Understanding how parliament and social media discourse interact may be considered

in the context of the broader literature on agenda setting. Most prior works on social media

and agenda setting look primarily at intermedia agenda setting, i.e. the extent to which dif-

ferent kinds of media (e.g. Twitter, print news media, TV news) influence one-another [107,

108]. There is evidence that politicians’ use of Twitter can influence news media [109] and

other online Twitter users [110]. Conversely, the impact that the public may have on politi-

cians via social media is still a relatively under-studied area [111]. Work has found petitions

shared online may influence parliament [112] and the public may respond to politicians’

online Twitter behavior [110]. This chapter aims to contribute to this under-studied area by

assessing the degree to which public online social platforms may act as agenda-setters for
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official legislative discourse.

Another large class of related literature studies how and why politicians use social me-

dia platforms like Twitter. In general these studies find a pattern of most politicians using

Twitter as a means to reach journalists first and foremost, and the public only secondar-

ily [113, 114]. Many politicians also use social media to publicly signal loyalty to the

most visible party standard-bearers who align with their policy agendas [115], as this is an

effective shorthand for communicating their political stance.

A prior work that is a particularly relevant to this study is Barberá et al. [110]. This

work looked at agenda-setting between the public and members of the US Congress in

their interactions on Twitter, and like our work it investigates the direction and magnitude

of information flow between these two groups. However, many studies looking at how

politicians use Twitter have found that they tend to use it to speak to other politicians and

political journalists, rather than interacting with the general public [113, 114]. While the

prior work did find that the public may lead politicians’ Twitter statements in some cases,

it is important to extend this work to look beyond Twitter. In particular, by looking at

the official legislative speech of politicians, we may get a better understanding of how

the public impacts legislative behavior. Moreover, tracking public attention to content via

Facebook data may be more representative than using Twitter data, because Facebook has

a larger and more politically diverse user base.

Given this background, we identified four Research Questions (RQs) to study in more

detail:

RQ2 Do metrics of public engagement with articles on Facebook predict parliamentary

mentions of the content of those articles?

RQ3 Does the content of MP Twitter accounts follow or precede content publicly posted

on Facebook? In this respect, do their tweets differ from their Commons speeches?

RQ4 Regarding the previous three research questions, are there any differences between
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Labour and Conservative MPs?

To study these research questions we looked for methods that investigate social in-

formation transfer between different domains (e.g. between Facebook and Parliament) or

groups of people (e.g. news media writers and Members of Parliament). The prior literature

contains three broad classes of methods. The first method looks at directional interaction

events (e.g. retweets) in an online social network, and to use these as a proxy for in-

formation flow between users and groups [116]. The second class of methods tracks the

occurrences of defined topics over time, which are treated as time series and analysed using

Granger Causality [117, 110] or Transfer Entropy [118, 119] to infer directional transfer

between the domains. A third approach [120], which we dub “Content Flow Analysis,” is

more general and does not use topics. It simply looks to see how words are transferred

between domains over time.

In this study, we are unable to observe direct responses to content from one domain

to another (e.g., an MP reading a Facebook post), which we could use to track flow of

information. Moreover, the use of discrete topics was too narrow for our more general

research question. We therefore choose to use the content flow analysis method, which

works around these limitations. In particular, we examine how words used by UK MPs

become more or less similar to content of news articles after the articles are shared on

Facebook. We interpret this change in similarity to articles posted online as a change in

attention toward (or away from) the content discussed in the articles. As well as tracking

content flow between Facebook and Parliament, we are also able to track content flow

between MPs Twitter posts to and from both Facebook and Parliament. We are able to

measure public interactions with the Facebook and Twitter posts. Interactions are actions

someone has performed on Facebook or Twitter, including retweets, likes, clicks, views,

and comments, among others. We are then able to examine the extent to which changes in

word use are related to public interactions to articles.
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Figure 6.1: Top 7 parties by number of Commons Speeches in our dataset. Abbrevia-
tions denote: Con=Conservative, Lab=Labor, SNP=Scottish National Party, LD=Liberal
Democrats, DUP=Democratic Unionist Party, Ind=Independent, PC=Plaid Cymru.

6.2 Methods

6.2.1 Datasets

We use three main datasets in this work: (1) records of statements in the UK House of

Commons, (2) tweets of UK Members of Parliament, and (3) a dataset about news links

shared on Facebook and the interactions with those links (e.g. number of shares, likes, etc).

Hansard data. Hansard is the official report of all parliamentary debates. Since 1909,

speeches in the UK parliament have been transcribed and archived. We downloaded the

online archive for 2016-2020 from hansard.parliament.uk during January 2021. These were

comprised of html files which were parsed to extract speeches. We show a summary of the

number of speeches from each party in our dataset in Figure 6.1. In this work, we focus

on Questions Sessions in which MPs ask the government questions about current policy

issues.

tweets from parliamentarians. We gratefully received a dataset of Tweet IDs sent by

UK members of parliament from the Twitter parliamentarian database [121]. The IDs

cover tweets between May 21, 2017 until December 24, 2020. The tweets were rehydrated
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Figure 6.2: Top 7 parties by number of tweets in our dataset. Note that Labour is overrepre-
sented in online discourse, and Conservatives are underrepresented. Abbreviations denote:
Con=Conservative, Lab=Labour, SNP=Scottish National Party, LD=Liberal Democrats,
DUP=Democratic Unionist Party, PC=Plaid Cymru.

using the twarc2 library during July 2021. We show a summary of the number of tweets

from each party in our dataset in Figure 6.2.

URL shares on Facebook. Access to the Condor dataset [122] was coordinated by the

Social Science One organization [123] and provided by Facebook. The data we used from

the Condor dataset consists of 284,861 URLs that were publicly shared by at least 100

users on the Facebook platform between 1 January, 2017 and 1 August, 2019, and were

tagged by Facebook as having been most-shared in the UK. The numbers of shares, clicks,

likes and other interactions are aggregated for each URL on a monthly basis, with Gaussian

noise added to protect privacy.

To characterize the content of this dataset, we look at which website domains were

commonly shared on Facebook during our period of interest. The top 10 are plotted in

Figure 6.3. We find that these sources account for the vast majority of URLs shared in

our data. These sources are all mainstream UK-based news media. The quantity of other

websites, including those that are known to share misinformation, was negligible in our

data set.

Finally, a key feature to note about this dataset is that large amounts of Gaussian noise
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Figure 6.3: Top 10 domains shared on Facebook in our dataset. Note that these domains
are overwhelmingly news media from mainstream UK media sources

have been added to the reaction counts for the purposes of differential privacy [122]. This

means that the results in our chapter that stem from the reaction counts are necessarily less

precise and log-transformed reaction counts display heteroscedasticity. This reduces the

statistical power of our regression results, and we believe that many otherwise-significant

results are rendered insignificant because of this loss of statistical power.

6.2.2 Measuring Changes in Text Content

The main goal of our analysis is to quantify the extent to which discourse in one domain

(e.g. commons speeches) changes after a new statement (the “reference text”) is made in a

different domain (e.g. articles on Facebook). To do this, we take the approach of measuring

changes in word usage frequency, excluding stop words and Twitter handles. For instance,

if the reference text is a news article shared on social media, our method will indicate the

extent to which words used by the article are more or less likely to be used in Commons

after the news article is published.

The method is illustrated in Figure 6.4. We focus on reference texts that are news arti-

cles published on Facebook, tweets from MPs, or statements made by MPs in Commons.

For each reference text in a stimulus domain, we measure changes in other texts in respond-
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A

Time → 

The Wombles are a pernicious 
influence on society

Ninja turtles!Wonder woman! Wombles! Wombles!

1.5k

After URL

2.3k

Before URL
URL

Time → 

After CorpusBefore Corpus

Reference 
text

Stimulus 
domain

Responding 
domain

Cool-off period

B

Figure 6.4: Diagram showing our method with a specific example (panel A) of how an
Article shared on Facebook might influence Commons Speeches. Note that the news article
contains the word Wombles, and then Wombles appears in the commons speeches after the
article is shared on Facebook. Panel B shows a more general method that is used to measure
content flow between domains.
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ing domains. To do this, we select texts in the responding domain to create a before corpus

and an after corpus, split around the publication time of the reference text. In simple terms,

our method seeks to quantify the extent to which texts in the after corpus are more similar

to the reference texts, compared to texts in the before corpus.

For every text in the responding domain, we compute a similarity measure to the ref-

erence text based on the number of words they have in common. The main measure of

similarity between texts that we use is the Bray Curtis Similarity [124]. We also applied

cosine similarity and found the results are consistent with the Bray Curtis analysis. We

ultimately chose Bray-Curtis because it yields more easily interpretable magnitudes. The

Bray-Curtis similarity is defined as

Sij =
2Cij

ni + nj

where ni is the number of words in text i; Cij is the number of words shared in both texts,

i.e. Cij =
∑

k min(wk,i, wk,j); and wk,i is the number of times word k occurs in text i.

From these similarity measures on each responding domain text, we then compute a

mean before similarity from the before corpus and a mean after similarity from the after

corpus. We call the difference between the before and after similarity values the content

flow with respect to the reference text. For reference text i and sets of texts A and B, where

B is the before corpus and A is the after corpus (see Figure 6.4), we define the content flow

from the reference text i as the difference in mean before similarity and after similarity:

R(i) =
( 1

|A|
∑
j∈A

Sij

)
−
( 1

|B|
∑
j∈B

Sij

)

where |A| denotes the number of texts in corpus A.

Finally, we compute the mean content flow over the set of all possible reference texts in

the stimulus domain. We define the overall content flow of texts in domain D1 with respect
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to reference texts in domain D2 as the mean of content flows for each text:

R(D1, D2) =
1

|D1|
∑
i∈D1

R(i) (6.1)

where A ⊂ D2 and B ⊂ D2. This measures the content flow from the stimulus domain to

the response domain.

Cool-off Period When creating the before corpus and after corpus, we only include

texts from the two weeks before and two weeks after the split (i.e., the time of the reference

text’s publication). We also exclude texts from the first 24 hours after the split. We intro-

duce this “cool-off period” so that the social media interactions (e.g. likes, shares) to the

reference text will already have accumulated before we measure their impact on subsequent

discourse. For Facebook, it’s well known in industry that the vast majority of interactions

take place within the first several hours after posting (variously quoted as “75% within

3hrs”, “90% within 12 hrs”, “a lifespan of 6hrs”, and “80% of total engagement within

24hrs” on industry blogs [125, 126, 127, 128]). For Twitter the timescale is known to be

even shorter. We also compute our results using a 0hr and 48hr cool-off period and find

they are substantially similar, suggesting that our results are robust to changes in choice of

cool-off period.

Resampling Texts Due to differences in lengths of texts, the content flow from ref-

erence texts to corpuses, R(i), may not be comparable to one another and are difficult to

interpret. For more easily interpretable Bray-Curtis similarity measurements, and to cor-

rect for differences in text lengths between domains, we resampled each text to a standard

length of 1,000 words. That is, we resampled 1,000 words from each text with replace-

ment, and used these resampled lists of words to compute the Bray-Curtis similarities. A

sensitivity analysis of the number of words found similar results with any sufficiently large

value (e.g. greater than 1000). This resampling method allows us to interpret a Bray-Curtis

similarity of 10−4 as “the texts share 1 word in 10,000,” and therefore we can interpret a
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content flow of 10−4 as “1 in 10,000 words in the responding domain were adopted from

the reference text.”

6.2.3 Statistical Analyses

To estimate the overall flow of words between domains, we compute the mean content flow

over the set of texts for each category of reference text and response text (see Equation 6.1).

We use the bootstrap method to generate error bars and corresponding p-values [96] for

these overall mean content flows.

To measure the marginal change of content flow associated with social media inter-

action metrics, we perform a linear regression from log-transformed reaction counts to

the content flows we measured. The reaction counts must be log-transformed before per-

forming the linear regression because their distributions are heavy-tailed (e.g. power-law

distributions and log-normals), and the log-transformed distributions are appropriate for

standard linear regression. The linear regression is defined in the standard way:

R⃗ = Xβ⃗ + ϵ⃗ (6.2)

where R⃗ is a vector containing the measured content flows for each text, X is the data

matrix of the log-transformed reaction counts associated with each text (and a constant

column), β⃗ are the regression coefficients associated with each reaction (which we call the

marginal change associated with the reaction), and ϵ⃗ is Gaussian noise associated with each

text. We show an illustrative example of these regressions in Figure 6.5.

For the statistically-significant interactions, we present regression coefficients, 95%

confidence windows, and p-values. We set a conservative Bonferroni-corrected p-value

threshold at 0.05/n where n is the number of distinct regressions we performed on the

data. In this case n = 12 and the threshold is 4.2 × 10−3. There are 12 separate regres-

sions because we did one for each combination of the two stimulus domains (articles on
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Figure 6.5: Word flow from Facebook to Commons speeches significantly increases with
levels of Hahas. We show regression analyses of the marginal changes in content flow of
Commons Speeches, associated with Facebook interactions. y-axis is content flow and x-
axis is reaction count on a log scale. See Table 6.2 for p-values and slopes of significant
effects.

Facebook, MP tweets), response domains (MP tweets, Commons Speeches), and parties

(Labour, Conservative, All Parties). These stimulus domains are chosen because they are

the only ones that have social media interactions to measure the marginal change, and these

response domains were chosen because they are those in which only MPs communicate.

6.3 Results

6.3.1 Overall Content Flow Between Domains

We use content flow (Equation 6.1) to measure word flow between domains. A positive

measurement indicates that words from the reference texts are promoted, becoming more

common in the other domain. A negative measurement indicates that words from the refer-

ence text are suppressed, becoming less common in the other domain. We find evidence of

both promotion and suppression of words between the three domains (see Figure 6.6 and

Table 6.1).
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Figure 6.6: Overall word transfer between domains, by party. Lines indicate statistically
significant measurements. Colors indicate the party of the MPs for whom we’re measuring
a response. Note that lines from Commons to Articles and lines from tweets to Articles
are omitted because Articles do not have clear party affiliations, and so these values are
undefined. Line thickness is proportional to the log of the measured effect. See Table 6.1
for precise magnitudes, p-values, and 95% confidence intervals.

Mean +/- p
Party Stimulus Response
All News Article on FB Commons Q&A 3.96e-05 4e-06 0.0001

MP Tweet -2.48e-05 2e-06 0.0001
Commons Q&A Commons Q&A -1.43e-06 2e-06 0.094

MP Tweet -2.4e-06 5e-07 0.0001
MP Tweet Commons Q&A 4.97e-06 7e-07 0.0001

MP Tweet -2.29e-06 2e-07 0.0001
Lab News Article on FB Commons Q&A 0.000111 6e-06 0.0001

MP Tweet -3.06e-05 3e-06 0.0001
Commons Q&A Commons Q&A 1.04e-05 3e-06 0.0001

MP Tweet -2.77e-06 6e-07 0.0001
MP Tweet Commons Q&A 1.16e-05 1e-06 0.0001

MP Tweet -2.69e-06 3e-07 0.0001
Con News Article on FB Commons Q&A -6.2e-06 4e-06 0.0036

MP Tweet -2.92e-07 3e-06 0.43
Commons Q&A Commons Q&A 1.4e-05 3e-06 0.0001

MP Tweet -1.81e-08 8e-07 0.48
MP Tweet Commons Q&A 5.68e-06 8e-07 0.0001

MP Tweet -1.51e-06 3e-07 0.0001

Table 6.1: Overall mean content flows between domains. Error bars (at 95% confidence)
and p-values were obtained by bootstrapping with 104 resamples. FB stands for Facebook.
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Figure 6.7: Marginal change in word transfer to Commons Speeches associated with dif-
ferent kinds of interactions. Lines indicate statistically significant measurements. Colors
indicate the party of the MPs for whom we’re measuring a response. Line thickness is pro-
portional to the log of the measured effect. See Table 6.2 for precise magnitudes, p-values,
an 95% confidence intervals.

We find evidence for word flow between domains. Specifically, we find Commons

Speeches tend to use more words which previously appeared in Articles on Facebook (see

RQ1). However, there are significant differences by Party (RQ4). In general Labour MPs

use many more words from Articles on Facebook, while Conservative MPs avoid words

used previously in Articles on Facebook. We also find that Commons Speeches use words

previously used in MP tweets, and this phenomenon is stronger for Labour. Finally, we

find that MP tweets tend to avoid language previously used in the Commons and Articles

domains (RQ3); however this effect is not observed for Conservative MPs’ tweets (RQ4).

We also look at which specific words flow from Facebook articles to Commons speeches.

To do this, we rank articles by their content flow to Commons speeches, R(i). Selecting the

top 10% of these articles, we look at the words in those articles that were use more often

relative to other articles. We found these words were generally about the important topics

of the period studied: Brexit, the European Union, Theresa May, customs union, etc.
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Figure 6.8: Marginal change in word transfer to MP tweets associated with different kinds
of interactions. Lines indicate statistically significant measurements. Colors indicate the
party of the MPs for whom we’re measuring a response. Solid lines indicate a positive
magnitude; dotted lines indicate a negative magnitude. Line thickness is proportional to
the log of the measured effect. See Table 6.2 for precise magnitudes, p-values, an 95%
confidence intervals.

6.3.2 Marginal Change with Social Media interactions

To study how public engagement with social media posts may have some impact (see RQ2),

we looked at the marginal effects of social media interactions on the word flow from a stim-

ulus domain to a responding domain. Specifically, we performed multiple linear regression

from the reaction counts in a stimulus domain to the content flows in the responding do-

main (see Equation 6.2). We present the regression coefficients as a measure of the marginal

change to interactions. In general we find associations between levels of social media in-

teractions and changes of the sizes of content flows (see Figure 6.7 for significant changes).

Considering public engagement on Facebook, we find increased Facebook reaction

counts are generally associated with increased word flow (RQ2). A multi-variate regres-

sion including all interactions finds only the laugh reactions (aka the “Haha” reaction) on

Facebook are significant in light of the other interactions (see Table 6.2), after including a

conservative Bonferroni correction to the p-value threshold. We estimate that an additional

1.4 words in 100,000 are adopted for a 10-fold increase in Hahas.
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Interaction Marginal Change p
Party Stimulus Response
All MP Tweet Commons Q&A replies 1.5e-06 0.002

MP Tweet retweets -4.6e-07 5.2e-19
News Article on FB Commons Q&A hahas 1.4e-05 0.0034

MP Tweet clicks -2.4e-05 2.3e-07
MP Tweet likes -3.1e-05 3.9e-07
MP Tweet comments 2.2e-05 0.00014

Lab MP Tweet MP Tweet retweets -5.6e-07 2.3e-19
MP Tweet quotes 6.1e-07 0.0019

News Article on FB MP Tweet hahas 1.2e-05 0.00025
MP Tweet loves -1.4e-05 0.00029
MP Tweet clicks -1.7e-05 0.0027

Con MP Tweet Commons Q&A quotes -2.4e-06 0.00014
MP Tweet retweets -2.9e-07 0.0003

News Article on FB MP Tweet clicks -3.6e-05 5e-06
MP Tweet hahas -1.4e-05 0.0017

Table 6.2: Marginal change in word transfer between domains associated with logged
counts of different kinds of interactions. Linear regression coefficients are the magnitude
of the marginal change coefficient. Only statistically-significant interactions are included
here.

Considering public engagement with MP tweets, we looked at content flow from Twitter

to Commons Speeches (see Figure 6.7). We find in general that increased word flow is

associated with the counts of replies to MP tweets. We also found that the number of

retweets, replies or quotes of a tweet reduced word flow from those tweets to Conservative

MPs Commons Speeches (RQ4).

We also consider MPs tweets, and consider how public engagement metrics on Face-

book or Twitter posts impact content flow to the MPs tweets (see Figure 6.8, and RQ2).

Using a multi-variate regression to correct for all types of reaction, we find that increased

counts of comments on Facebook are associated with increased word transfer, and that in-

creased counts of retweets on Twitter are associated with decreased word transfer to future

MP tweets. We find that, in general, MPs tend to Tweet using word that occurred previously

in posts that received many comments on Facebook, and avoid words from tweets that had

already received many retweets. We also find that Like, Click, and Love interactions are
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associated with decreased word flow to Twitter, regardless of whether or not we correct for

the effects of other kinds of interactions.

6.4 Discussion & Conclusions

Through applying our content flow analysis method, we have found significant relation-

ships between parliamentary discourse, news media content, and social media engagement

metrics. Specifically we find that about 4 words in 100,000 (per news article) transfer from

Facebook articles to Commons Speeches. We also find that 10-fold increases in Facebook

reaction counts (Likes, Hahas, etc) can increase this word transfer by up to about 35% (or

1.4 words in 100,000), depending on the reaction type. Although 4 words in 100,000 per

shared news article may seem small, we believe this is actually a rather large transfer rate

because there are approximately 8,000 UK news articles shared to Facebook every two

weeks (the length of the observation window used in these measurements).

We also see clear party differences in overall content flow and to a lesser extent in

marginal effects from public engagement with social media posts (Figure 6.6, Figure 6.7,

Figure 6.8). In general, statements by Labour MPs use more words from news media con-

tent and have larger marginal changes in word use associated with additional social media

interactions. We note that Labour MPs and their constituents are more active on social

media (see Figure 6.2) and a slight bias toward left-leaning articles (shown in Figure 6.3).

We hypothesize that this greater activity may explain the party differences we measure.

One might expect Parliament to continue discussing content from one day in subsequent

days. This was not detected by our measurements of the Commons (Stimulus) to Commons

(Response) in Table 6.1. We do however find that individual parties (Conservative and

Labour) maintain specific content over time more consistently. These results seem counter

intuitive. We speculate that they may be explained by parties talking past each other and

not taking up each others’ topics, e.g. by diversion, distraction, or changing the terms of

discussion.
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We also find that the statements by legislators on Twitter do not have the same relation-

ships to social media as their statements in official legislative proceedings. This finding

contextualizes prior work that examined the statements of politicians on Twitter [110]. In

particular, it indicates that studies of the dynamics of legislators’ tweets may not have di-

rect implications for their official legislative behavior. This distinction between the two

political arenas, parliamentary question sessions, and Twitter, warrants further study.

We found that MPs statements on Twitter tend to avoid words previously used in the

other domains (see Figure 6.6). We hypothesize that this is due to Twitter’s faster response

rate. Twitter discussions take place over minutes and hours, while discourse in Commons

and news articles takes place over days or weeks. Because of this, Twitter discussions may

lead the other two domains in content, and avoid content that has already been discussed

previously because interest has already waned.

While we have found clear evidence of directional word flows between domains, it

is unclear from our study if this relationship is causal. It is possible that social media

engagement metrics are acting as a measurement device which gauges public interest and

controversy, and it is the underlying public interest and controversy which entice MPs to

pay attention to that content. We are unable to measure the underlying public interest

and controversy independently of social media metrics, so we cannot control for these

potential confounding variables and establish a clear causal link between social media and

parliamentary discourse. Future studies may try to control for other confounding factors,

such as other media sources or social processes.

The second major limitation of this work concerns the Facebook dataset. A large

amount of Gaussian noise has been added to the reaction counts (e.g. number of likes,

shares, etc.) by Facebook for the purpose of differential privacy. We believe this in-

creases the p-values associated with our analysis of marginal changes with interactions,

and therefore eliminates many otherwise-significant results. This effect is especially visi-

ble in Figure 6.7, where measurements for all MPs are found to be significant (due to larger
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data volumes) but measures of individual parties are not found to be significant in some

cases. In general, we suspect that the networks in Figure 6.7 and Figure 6.8 are signifi-

cantly sparser than would be the case without the added noise. Another factor is the very

conservative Bonferroni correction that we use, which also contributes to this sparsity of

significant results.

Our results are part of a growing body of evidence indicating that official legislative

discourse in parliament follows public discussion of news on social media, and may be

vulnerable to manipulations of social media. We have seen in recent years a number of

high profile cases in which social media is believed to have played a large role in major

popular political upheavals, such as the 2016 U.S. Presidential election [129, 130] and the

2016 UK Brexit referendum [131], and there is some evidence that deliberate information

campaigns using bots and other inauthentic activity contributed significantly to the social

media activity related to these political events [132]. While it is clear that public discourse

plays a role in legislation has democratic value, vulnerabilities of social media are a con-

cern. This highlights an ongoing need to protect legislative processes from social media

manipulation.
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CHAPTER 7

A MECHANISM: SOCIAL MEDIA’S MEMETIC EFFECTS ON INDIVIDUALS

The preceding case study chapters attempt to measure the effects of social media content

on public health and on political discourse. I tacitly assume in these case studies that the

mechanism for these population-level effects must be that individual people who interact

with social media content are affected by it and change their behaviors as a result. In this

chapter, I propose some plausible mechanisms by which these effects may be produced,

and take the first steps toward demonstrating them.

I hypothesize that when an individual see or interacts with a piece of online content

(e.g. a text or image in a social media post), this affects the individual’s attention, sen-

timents, and beliefs (which collectively I call “memetic effects”), and that these memetic

effects in turn produce behavioral changes in the individual. We then observe these indi-

vidual behavior changes as population-scale changes in the propensity to behave in certain

ways (e.g. get vaccinated, or speak politically on a given topic). In particular, we suggest

that induced changes in attention may produce the behavioral changes seen in Chapter 6

(namely, engaging with specific topics in legislative discourse) and induced changes in sen-

timent are likely relevant for producing the effects observed in Chapter 5 (namely, refusing

vaccination).

This chapter aims to operationalize and demonstrate this hypothesis. Specifically, we

will attempt to show that interacting with social media content on Twitter changes people’s

attention to topics and the sentiments they express toward entities (e.g politicians, places,

products, etc.). For instance, interacting with a piece of content about cats may induce

you to produce and view more content about cats, and interacting with content that ex-

presses positive sentiment toward cats may induce your expressed sentiments towards cats

to become more positive (see Figure 7.1).
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Figure 7.1: An example of attention and sentiment effects on a user after an interaction
event with the treatment content.

7.1 Approach

Intuitively, we understand that individual interactions with social media content cannot

generally have large, lasting effects on individual users. Nevertheless, it seems obvious that

there is a cumulative effect of many interactions, and this must result from the accumulation

of many very small interaction effects. In this chapter, we aim to measure these small

interaction effects on both attention and sentiment.

In the case of attention, we specifically want to measure if a person becomes more likely

to discuss a topic after interacting with a piece of content about that topic. For sentiments,

we want to measure if a person changes their sentiments toward entities (e.g politicians,

places, products, etc.) after interacting with content about those entities. To do this, we’ll

track a user’s own posts over time, and study how they change in topic and sentiment after

the user interacts with another user’s post. In this way, we’ll use a user’s posting behaviors

106



as an observable proxy for studying the persons’ changes in attention and sentiments.

7.1.1 Causal Considerations

In order to measure the effects of individual social media posts on individual users, we need

to first describe the causal graph that we’ll use in our analyses. We want to observe how

a user’s online interactions change their online posting behaviors, which is our observable

proxy for their actual attention and sentiments. To begin, let’s assume (implausibly) that a

user’s online posts depend only on their prior online behaviors and exposures; we’ll return

to this assumption shortly. Given this assumption, the causal graph can be written as in

Figure 7.2.

Figure 7.2: A simple causal graph for online influences on a user’s social media posts.
Consider the case where a user interacts with a treatment post at time 0, and we would
like to estimate the probability that the user posts about the topics or sentiments in the
treatment post at time t. Let I0 be a user’s an interaction event with the treatment post at
time t = 0, let H0 be the user’s post and interaction history before time 0, let Ht−0 denote
the user’s post and interaction history after time 0 and before time t, and let Pt be the the
user’s probability to post about the topics or sentiments in the treatment post at time t. In
this graph, we are interested in the average treatment effect of the relationship I0 → Pt.

In this causal graph, we suppose that a users probability to post about a particular topic

or with a particular sentiment at time t (Pt) depends on their recent interaction event (I0)

with a post containing that topic or sentiment. Applying do-calculus to this causal graph

(see Appendix A for details on do-calculus), we can obtain an average treatment effect

(ATE) estimand for the I0 → Pt relationship: d
dI0

E[Pt|H0]. We would like to estimate the

ATE as a function of time t because the strength of the relationship likely diminishes over
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time. Fortunately for us, a mathematical model exists for exactly this kind of estimation:

Hawkes processes.

Hawkes processes are a type of point process in which prior events may induce greater

likelihood of future events (see Appendix C, which explains Hawkes processes in detail).

In this case, we believe that prior interaction events (such as viewing or liking a social

media post) may induce future post events. By fitting a multivariate Hawkes process to our

user’s interaction and post data, we can estimate the increase in likelihood of post events

due to an interaction event, as a function of time from the interaction event. In the language

of Hawkes processes, this is the “excitation function,” but it also happens to correspond

precisely to the ATE estimand in this case. Thus if the causal graph in Figure 7.2 is correct,

fitting a Hawkes process to our data yields the ATE as its excitation function.

Figure 7.3: A confounded causal graph for online influences on a user’s social media posts.
Elements defined as in Figure 7.2, but with additional confounders, O0 and Ot−0, repre-
senting the unobserved offline influences on the user’s online behaviors prior to and after
the interaction event, respectively. Left: fully confounded causal graph. Right: an uncon-
founded causal graph resulting from simplifying assumptions.

However, as noted above, the causal graph given in Figure 7.2 is not quite right. It

ignores a known unobserved confounder: the offline influences on a user’s post and inter-

action behaviors. A more complete causal graph is given in the left panel of Figure 7.3.

The ATE estimand for the I0 → P0 resulting from this graph requires us to condition on

the unobservable variable, O0, which represents the offline influences on the user’s online

behaviors before time 0. Obviously, we cannot condition on this unobservable variable,

and so we cannot make a fully robust causal analysis of this problem.
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Instead, let’s make a simplifying assumption which may be approximately (but not en-

tirely) true: the user’s prior online behaviors (H0) will contain the information about a

user’s prior offline influences on online behavior (O0). Intuitively, this assumptions makes

some sense. If a user’s offline circumstances are influencing their online behavior, surely

these influences will be visible, at least in part, in past online behaviors. This assumption

amounts to treating H0 as an instrumental variable, and this allows us to rewrite the causal

graph to look like the right panel of Figure 7.3, in which Ot−0 is absent, and H0 medi-

ates the influence of O0 on the other variables. This revised causal graph has the same

ATE estimand for the I0 → Pt relationship as the original unconfounded graph, namely

d
dI0

E[Pt|H0].

For users with sufficient online history, this assumptions should approximately hold. To

satisfy this conditions and use this causal graph in our analyses, we’ll restrict our analyses

to users with sufficient post and interaction history. Under these conditions, our estimation

of the Hawkes process excitation function for the I0 → Pt relationship should approxi-

mately correspond to the ATE estimand for the I0 → Pt relationship.

Our problem of estimating the effects of online interactions on future online posting

behavior is therefore reduced to the problem of estimating the excitation functions of a

carefully defined Hawkes process. These online post behaviors can in turn give us insight

into the user’s changes in topical attention and entity-sentiments, based on the topics they

post about and the sentiments they express in posts. Thus we can attempt to estimate the

memetic effects of social media content on individual users by fitting a mutlivariate Hawkes

process to our data.

Note, however, that the instrumental variable assumption we’ve adopted here may not

be fully robust, and therefore that this analysis cannot yield ironclad causal conclusions.
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7.2 Methods

In the previous section, we outlined a general strategy and causal argument for how to attack

this problem of inferring the impact of an online interaction event on a user’s attentions and

sentiments. In this section, we’ll define the Hawkes process formally, and describe how we

transformed our raw Twitter data of a user’s post and interaction events into a set of event

sequences that we can use to fit the Hawkes process.

Twitter Dataset. The primary dataset data we use in this work is the Observatory on

Social Media’s archive of the Twitter Decahose [133]. This data is a 10% sample of all

public Tweet events and all the Like events attached to those Tweets. We use data from

the 30-day period from December 23, 2020 to January 21, 2021 for a random sample of

100,000 active users; more active users are not more likely to be selected in this sampling.

This time window was selected because it was the most recent month of data when the

project began; we also tested other shorter windows in August 2020 and February 2021

and found similar results. For each user, we collected all available Tweet events and Like

events. Tweet events consist of Twitter posts, including features such as the userID, the

tweetID, the text content of the Tweet, and the time the Tweet was posted. Like events are

records of when a user “favorites” a Tweet, and each record consists of a userID, a TweetID,

and the time of the Like event. We also collected all of the “Liked Tweets,” which are the

Tweets that the users Liked during the observation period. We processes the users’ Likes,

Tweets, and Liked Tweets for into the event sequences to which we will fit the Hawkes

process model. In the subsequent sections, we’ll call “Tweet” events the users’ “posts,”

and we’ll call Likes and their associated Liked Tweets the users’ “interactions.”

Event Sequences. To produce this collection of event sequences, we randomly draw a

sample of users and a single treatment event I0 from their interaction history to study for

each user, and then we produce one event sequence for this user relative to this treatment
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event. To obtain the events sequence, we review the users’ post and interactions histories

and classify each observed event into one of a several types with respect to the content of

the treatment post (see Table 7.1). This results in an event sequence with times and event

types. In Section 7.6, we describe the precise process for classifying the users’ post and

interaction events into these different event types using natural language processing (NLP)

methods.

# Event Type
1 Liked a Tweet (any tweet)
2 Authored a Tweet (any tweet)
3 Liked a Tweet with a treatment topic
4 Authored a Tweet with a treatment topic
5 Liked a Tweet with a treatment sentiment toward an entity
6 Authored a Tweet with a treatment sentiment toward an entity

Table 7.1: Event types in the multivariate Hawkes analysis. These event types are defined
relative to the treatment post that the user interacted with in event I0. “Treatment topics”
are topics contained in the treatment post, and “treatment sentiments toward an entity” are
entity-sentiments expressed in the treatment post.

We obtain one such sequence for each user and their randomly-selected treatment event.

This collection of event sequences, with unique random users and random topics and sen-

timents, is the collection event sequences to which we’ll fit a multivariate Hawkes process.

Our inferred excitation functions will be average treatment effects, averaged over users as

well as over topics and entity-sentiments. It is therefore very general.

Model. The Hawkes process that we will fit to this data is given as:

λa(t) = µa +
∑
b∈B

∑
i : tb,i<t

ϕa,b(t− tb,i) (7.1)

where λa(t) is the excitation function for events of type a, µa is the baseline rate for events

of type a, and ϕa,b is the excitation function that determines how events of type b precipitate

subsequent events of type a. Following Xu [134], we define our kernel functions ϕ as a very
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flexible sum of gaussians with fixed positions and variances, but fitted amplitudes, A:

ϕa,b(t) =
∑
j

Aa,b,j e
−(t−tj)

2/(2σ2) (7.2)

where j is an index over the different gaussians in the model, and tj and σ are fixed pa-

rameters, such that the tjs are evenly spaced over the temporal axis (i.e. tj = tj−1 + c

for some constant c) and σ is defined to allow optimal smooth interpolation between the

gaussians’ centers. This flexible form allows us to smoothly approximate arbitrary shapes

of our unknown excitation functions.

The multivariate Hawkes process model is then fit to the data using the method de-

scribed in Appendix Section C.4 and Xu [134]. This fitting processes results in 36 excita-

tion functions, one for the effects of each of the 6 event types on each other and itself. In

the following section we’ll detail our results from this analysis. We define ϕa,b such that

if ϕa,b > 0 then events of type b cause events of type a, where a and b are number indices

referring to the event types in Table 7.1.

7.3 Results

In this analysis, we’re primarily interested in two of the 36 excitation functions: namely

ϕ4,3 (describing the effects of treatment events on user attention) and ϕ6,5 (describing the

effects of treatment events on user sentiment).

Immediate Effects. In Figure 7.4, we can see that interactions with Tweets do induce

a change in attention to the topics in those tweets over a short timer period of minutes to

hours. Similarly in Figure 7.5, we can see that interactions with Tweets do induce users

to express sentiments more similar to those expressed in the tweet over a short period of

minutes to hours.
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Figure 7.4: Excitation function ϕ4,3, showing that liking a tweet about a topic makes the
user about 10% more likely to author a tweet on that topic in the next 20 minutes, with
decreasing influence thereafter.

Multiday Effects. In Figure 7.6, we can see that memetic effects persist with echos over

subsequent days at approximately the same time of day as the treatment interaction. This

daily temporal cycle is due to the fact that social media users tend to use social media

at about the same time of day each day. This figure shows the ϕ3,3 excitation function,

which represents the increased likelihood for a user to like a post containing a topic that

was present in the treatment post (which they previously liked). This excitation gave the

clearest signal of this recurrence over a multi-day time period, so it is used as an example

here to introduce the phenomena of these next day echos.

In Figure 7.7, we can see the same 2.5-day timescale for the ϕ4,3 and ϕ6,5 excitation

functions. These are considerably noisier and lower resolution than the prior ϕ3,3 example,

due to a much sparser dataset of events in these cases. The ϕ4,3 excitation function (which

describes attention effects) clearly shows next day echos for days 2 and 3, though they are

coarsely resolved. The ϕ6,5 excitation function (which describes sentiment effects) suggests

some longer term effects, but it is too noisy to be sure without much more data. Note that

in both cases, the next-day echo effects are much smaller than the immediate response at

t < 1hr.
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Figure 7.5: Excitation function ϕ6,5, showing that liking a tweet containing a given senti-
ment toward a given entity makes the user about 5% more likely to author a tweet contain-
ing that entity-sentiment in the next 20 minutes, with decreasing influence thereafter.

7.4 Discussion

In this chapter I have shown that interacting with a single social media post does induce

individual people to change their expressed topical attention and sentiments toward enti-

ties. I posit that these micro-scale “memetic effects” constitute the key mechanism for the

macro-scale behavioral effects of social media on society that we have observed in the case

study chapters. We further showed that such memetic effects can persist for at least two

days subsequent to the initial interaction event, and may persist longer. With daily social

media usage, the observed multi-day effects may self-reinforce over time and persist indef-

initely, even if the effects of individual interactions eventually diminish over time to zero.

We believe that the cumulative effect of constant engagement with social media content

builds up over time, producing durable and significant changes in people’s attention and

sentiment. We speculate similar processes may also act on people’s beliefs, and that this

could be demonstrated with similar methods (see Future Work below).

This analysis has a number of key limitations. First and most critically, our Twitter

dataset was a convenience sample chosen because it was the most-recent month of data
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Figure 7.6: Excitation function ϕ3,3, showing that liking a treatment tweet about a topic
makes the user more likely to like another tweet about the same topic for a period of at
least two days, with notable ”echos” of the initial effect at 24 and 48 hours after the initial
treatment event.

when we began the project. Our intention had been to replace this with a larger dataset

spanning a wider time period, but the data source (Twitter) revoked all researchers data

before the analysis could be fully concluded. The results presented here are therefore not

what we had hoped, and in particular Figure 7.7 failed to fully resolve the effect we hoped

to show due to inadequate data. Second, our causal analysis hinges on a key assump-

tion that is only approximately true (see subsection 7.1.1). This analysis may be seen as

strong evidence for a causal relationship between interaction with social media content and

changes in sentiment and attention, but it may not be fully definitive due to our inability to

fully validate this assumption.

7.5 Future Work

Further work is warranted in this area. First, I believe the observed effects persist much

longer than the 60 hour time window we were able to study here, albeit with diminishing

force. Future work should attempt to measure how long these effects persist, and whether

it can be shown that effects of individual interactions persist indefinitely (e.g., by showing
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Figure 7.7: Excitation functions ϕ4,3 (left) and ϕ6,5 (right) excitation functions over a 2.5
day timescale. The plot has been truncated on the left side, dropping the t < 1hr domain
(which has much higher maximum values of ϕ) to allow clearer resolution of the smaller
next-day effects.

that they approach an positive-definite asymptote over a few weeks).

Second, I speculate that similar effects operate on people’s beliefs (not just sentiments

and attention), and that these belief effects could be measured by observing changes in

users stated beliefs using similar methods to those applied to sentiment here. Although this

analysis was not possible when I began this work, new methods using large language mod-

els (LLMs) now make it possible to extract stated beliefs from social media posts (similar

to how we extracted keywords and entities) and to define similarity scores between stated

beliefs. Using these tools, researchers could potentially demonstrate that social media posts

directly and persistently influence beliefs of individuals, and quantify the magnitude and

durability of these effects.

7.6 Methods for Creating Event Sequences

This section documents how we produced the event sequences described in Section 7.2.

At a high level, we examine each post in the user’s history (both the ones they authored

and the ones they interacted with), and extract from each post a set of topical keywords and

a set of entity-sentiments expressed by the posts author. We then compare each post in the

users’ history to the treatment post and determine if they share some topics or sentiments.
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This allows us to classify each event in a user’s history into one (or more) of the 6 categories

in Table 7.1, resulting in an event sequence for the user, relative to the selected treatment

tweet.

To do this, we’ll define a few intermediate tools. First, we need a way to extract topical

keywords from very short texts like Tweets (see subsection 7.6.1). Second we need a way to

measure an author’s expressed sentiment toward an entity in a text (see subsection 7.6.2).

Third, we need to define topical and sentiment similarity scores which can tell us how

similar two posts are based on their extracted topical keywords and entity-sentiments. Each

of these methods will be explained below.

7.6.1 Topic Extraction

To measure topical attention, we extract topic keywords from each post. This section de-

scribes our method for this task.

Figure 7.8: Diagram of how keywords are extracted from a Tweet. First candidate keywords
are produced by using a part of speech tagger and a named entity recognition model. Next
we produce semantic text embeddings of the candidate keywords and the Tweet. Finally,
we choose candidate keyword based on semantic similarity to the Tweet.

To extract topical keywords from Tweets, we use a part of speech tagger to identify

the nouns, verbs, adjectives, and multi-word named entities (e.g. places, people) in the

Tweet. These words are treated as candidate keywords for the Tweet. Next, we select
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between 0 and 4 keywords among the candidates by scoring each candidate for its topical

and semantic relevance to the overall text of the Tweet. To obtain these relevance scores,

we produce text embeddings of the Tweet and the candidate keywords using the pre-trained

SentenceBERT language model [135] (see Appendix B), and compute cosine similarities

between the embeddings. The keyword candidates that are found to be most similar to the

overall text, and more similar than a set threshold, are selected as keywords.

Note that it is possible for the set of keywords of a Tweet to be the empty set if no

identifiable keywords are present in the text. This can happen if the text contains only stop-

words, or if the text is wholly uninterpretable to the text embedding model (e.g. because

it’s non-English or because it’s gibberish bot-generated content, such as a list of Twitter

usernames with no other text).

By manual inspection, we find that our keyword extraction method generally identifies

relevant keywords (see Table 7.2). However, it struggles somewhat with slang, multi-word

entities (e.g. ”united states”), and especially the inclusion of non-English text. The diver-

sity, informality, and brevity of the texts makes keyword extraction especially difficult for

Tweets, and this results in some degree of noise.

7.6.2 Measuring Expressed Sentiment Toward Entities

To measure a post’s sentiment toward mentioned entities, we first find the subset of topical

keywords that are nouns, and then determine the post’s sentiment toward those nouns. To

do this, we use targeted sentiment analysis, also known as aspect based sentiment analysis

or ABSA.

ABSA is an increasingly common task in natural language processing. In this task, a

text and a target word are given to the model, and a sentiment score is produced. The score

should reflect if the text expresses a positive, negative, or neutral sentiment about the target

word. Generally the model expresses this as a number between -1 and +1 or as a three class

classifier output (-1, 0, or 1).
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Table 7.2: Examples of keywords extracted from random Tweets in our data

We employ a BERT-based language model as a text-pair regression model (see Fig-

ure 7.9, and Appendix B). The neural network model takes in a pair of short texts, in this

case a Tweet and a target entity, and produces a number between -1 and 1 (inclusive). We

train this model on an aggregated collection of of Tweets (described below) and targets

which have been manually assigned sentiment scores (-1, 0, or +1), and test the perfor-

mance of the regression model on a new set of Tweets that we labeled manually to confirm

it generalizes well to our specific data set.

For a given Tweet, we extract a set of entity-sentiments, where the entities are all the

extracted keywords that are nouns and the sentiments are determined by our sentiment

model. These entity-sentiment pairs are used to characterize the sentiment of the Tweet,

just as the keywords are used to characterize the topical content of the Tweet.

Note that it is possible for the set of entity-sentiments of a Tweet to be the empty set if

no identifiable entities are present in the text.

We find that our sentiment analysis model produced relatively unbiased estimates of

sentiment (see Figure 7.10). However, these estimates were very imprecise. Fortunately,
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Figure 7.9: Diagram of a BERT language model being used for Sentiment regression. The
neural network model takes in two texts and produces a number between -1 and +1.

with sufficiently large volumes of data, we can still use these unbiased estimates to measure

an average effect precisely.

Targeted Sentiment Analysis Training Data. Targeted sentiment analysis on tweets is

an established task and a number of public datasets are available for it. The datasets consist

of three fields: (1) Tweet text, (2) the target word, (3) a sentiment label (-1, 0, or +1). We ag-

gregated multiple public datasets [136, 133, 137] and used the combined English-language

Tweets data to train our targeted sentiment regression model. We tested our sentiment

model on data from our Twitter Decahose corpus that we labeled ourselves.

7.6.3 Textual Similarity Measures

To define which two posts are sharing the same topics or sentiments, we first compute

a topical and sentiment similarity score between the two, and then apply a threshold to

determine if they should be classed as expressing the same topics or sentiments. For topics
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Figure 7.10: Distribution of errors in targeted sentiment regression. Mean = 0.0078; Skew-
ness = -0.28.

we set the threshold at simply being non-zero (i.e. containing at least one topic in common).

For sentiment, we set the threshold such that the two posts share a similar sentiment for a

majority of the entities mentioned in both posts.

This intermediate step of first computing similarity scores and then thresholding was

required because entity-sentiments consist of a word (the entity) and a continuous sentiment

value on [−1, 1], so a simple check for common entities would not have been applicable. A

distance or similarity measure between the continuous sentiment scores was also required.

We applied the same procedure of computing a similarity score and then thresholding to

topics primarily so that both sentiment and topic would have the same algorithmic structure

for finding matched posts. This has the additional benefit of giving us general similarity

measures, which can be used for other non-discretized analyses of these phenomena.

Topical Similarity. To compute a ”topical similarity” score between two Tweets, we’ll

use the Jaccard index between the two sets of Tweet keywords. For Tweet A and Tweet B,
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the topical similarity is given as:

St(A,B) =


|WA

⋂
WB |

|WA
⋃

WB | |WA

⋃
WB| > 0

0 |WA

⋃
WB| = 0

(7.3)

where St is the topical similarity, and WA is the set of keywords for Tweet A. Note that St

is defined on the [0, 1] interval.

Sentiment Similarity. To compute a ”sentiment similarity” score between two Tweets,

we’ll use the entity-sentiments for each Tweet. For Tweet A and Tweet B, we first find the

set of entities (i.e. keywords which are nouns) that they have in common, E = EA

⋂
EB.

We can then define a sentiment similarity score in terms of the mean L1 distance between

entity-similarities:

Ss(A,B) =


1− 1

2|E|
∑

i∈E |vA,i − vB,i| |E| > 0

undefined |E| = 0

(7.4)

where Ss is the sentiment similarity, vA,i is the entity-sentiment score for Tweet A and

entity i, and 2 is the maximum possible sentiment distance for sentiment scores defined on

the [−1, 1] interval Note that Ss is defined on the [0, 1] interval, and that it may frequently

be undefined for a pair of tweets because they often do not share any common entities.

Thresholds. For St, the similarity threshold required to say that two tweets discuss the

same topic is simply that St > 0, which indicates that they have at least one topic in

common. For Ss, the threshold is that Ss > 0.8, which indicates that they share very

similar sentiments on a majority of the entities mentioned in both tweets. The Ss threshold

was subjected to a sensitivity analysis, and we found that results do not vary significantly

based on small changes to Ss, but that the results were most clear for values near 0.8.
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CHAPTER 8

DISCUSSION AND CONCLUSION

8.1 Main Contributions

This work has established a methodology for measuring online effects of offline social me-

dia, defined its limits, demonstrated it through case studies, and proposed and demonstrated

mechanisms by which the observed effects may be produced.

The causal method involves three key points: (1) linking online and offline populations

via linkage variables such as user geolocation, (2) defining and using a measure of exposure

to quantify how offline populations are exposed to online content, and (3) applying causal

inference methods such as causal graphical modeling and doubly-robust panel regression

to infer the relationship between online exposures and offline outcomes.

The proposed mechanism for the observed population-level effects is individual “memetic

effects,” in which individual users’ attention, sentiments, and beliefs are altered by expo-

sure to online content. We demonstrate that online content does affect individual user’s

expressed attention and sentiments, and propose how similar methods may be used to show

that beliefs are also affected.

8.2 Limitations and Revisions

I’d like to note a significant limitation to the proposed method, and two possible revisions

to the larger body of work presented here.

The proposed causal inference method for linking online causes to offline effects hinges

ultimately on the methodological assumption that in the absence of treatment differences,

similar population groups will have similar outcomes, after controlling for confounders.

In essence this amounts to asserting that there are no significant unobserved confounders
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and that confounders are the only possible outcome-determinative difference between sub-

jects other than treatment. These are quite strong assumptions, so I feel I need to offer

some defense of them here. In general, the assumptions of inference methods, whether

in statistics or causal inference, are only ever approximately true. In practice we find that

the approximate truth of these assumptions is often adequate to yield useful conclusions,

where “useful” here means that if we assume the conclusions are correct and act on them,

things go as we expected. This is the pragmatic philosophy behind working science, and it

is one I adopt here. That is my only and hopefully adequate defense of adopting this central

assumption of all observational causal inference.

Next, I’d like to note two thing I would have done differently in this body of work, if

time had permitted. First, the antivaccine tweets case study was concluded prior to fully

articulating the general causal method in Chapter 3. The proposed method was conceived

as a generalization of the lessons learned through that case study, not the other way around.

However, with the more thorough development of the method now in hand, I believe that

this case study could have used a more systematic process to account for confounders and

used simpler effect estimation methods than were ultimately employed. Despite these de-

ficiencies of organization and parsimony, the case study does nevertheless appropriately

control for confounders and estimate effect magnitudes reasonably, and I stand by its re-

sults.

Second, the study of proposed mechanisms was left in a state of partial completion,

due in part to Twitter’s data use agreement changing which limited access to new data. I

would like to have completed this work, in particular by demonstrating longer term cumu-

lative effects and effects on beliefs. Nevertheless, the body of evidence for these proposed

mechanisms remains compelling because it does demonstrate measurable changes to sen-

timent and attention after only a single interaction event. The precision reflected in this

measurement of such small individual effects on social media users is, to my knowledge,

unmatched in prior work, and so I count it as a significant contribution, despite its relative
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incompleteness.

8.3 Future Work

I would like to indicate three future directions of work that would follow naturally after this

body of work.

First, I would like to explore additional use cases of the proposed causal method, par-

ticularly to improve and refine prior works studying the influence of online hate speech

on offline hate crimes by employing my novel measure of online content exposure and

improved control models for baseline predictions of hate crime events.

Second, I suggest in Chapter 3 that the proposed causal method may be applicable in

cases where the existing understanding of offline phenomena is encapsulated in arbitrary

blackbox simulations of the offline phenomena, rather than in explicit statistical relation-

ships between observable variables. This idea is so far underdeveloped and imprecise, and

I believe future work could offer more specificity, opening up this method to a larger class

of use cases.

Third and most ambitiously, I believe the notion of “memetic effects” that I have ar-

ticulated here warrants further study. For starters, these effects should be better quantified

in their magnitude, duration, and durability, and measurements of changes in stated beliefs

should also be conducted. Additionally, I believe this mode of measuring memetic objects

like attention, sentiments, and belief of individuals could be applied to studies of other

related memetic phenomena, such as how specific kinds of ideas and sentiments interact

and evolve in a memetic ecosystem such as online social media. Beginning to model and

understand the internal dynamics of such phenomena could be a new avenue of research

with wide applications for designing interventions in domains such as public health com-

munications and extremism prevention. However, the course of such a research program

would likely need to be decades long and span a broader research community.

In sum, there’s much more to do in the domain of measuring offline effects of online

125



social media. I hope that the work and methods presented here may offer an organized

starting point to future studies in this field.
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APPENDIX A

CAUSAL GRAPHICAL MODELING

Causal Graphical Models (CGMs) are used in causal studies to depict causal relationships

among variables. These models use directed acyclic graphs (DAGs) where nodes represent

variables and edges indicate direct causal relationships. By providing a graphical represen-

tation of the underlying causal structure, these models aid in understanding the relation-

ships between different variables, predicting the outcomes of interventions, and guiding

data analysis strategies.

A.1 Causal Graphs

In causal graphs we represent the relationships between causes and effects as a directed

graph, where nodes in the graph represent variables or factors or events, and directed edges

represent a causal relationship pointing from cause to effect. For instance, in the relation-

ship X → Y denotes that ”X causes Y” (see Table A.1). In causal graphs, we may also

commonly refer to proximate relationships between three variables (known as ”trails”).

The three kinds of trails are ”mediators” (X → M → Y ), ”forks” (X ← F → Y ), and

”colliders” (X → C ← Y ). In causal graphs, causation is transitive, such that if the causal

relationship between X and Y is mediated by M , we may still say that X causes Y .

In general, a causal graph for a particular causal inference must contain all the signif-

icant influences on both the treatment and outcome variables. Constructing causal graphs

is, at present, a primarily manual task which involves conferring with subject matter ex-

perts and arriving at a consensus. The validity of inferences will depend on the validity of

the assumed causal graph. However, because this graph is clearly documented and easily

interpretable, the causal assumptions are easily checked in peer review, rendering causal

graphical modeling more easily verifiable than some other causal inference frameworks.
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Concept Definition Diagram

Causal Influence X causes Y

Mediators M mediates the causal
influence of X on Y

Forks F causes both X and Y

Colliders X and Y both causally
influence C

Table A.1: Key Concepts in Causal Graphs

A.2 Identifiability

A causal relationship in a give causal graph is said to be “identifiable” in CGM if it is

possible to estimate its average treatment effect solely from the structure of the causal graph

and the observed joint distribution of the variables in the graph. In short, identifiability is

what enables purely observational causal studies in CGM.

A.2.1 Conditions for Identifiability

A causal relationship is identifiable under the following conditions:

1. Absence of Confounding (aka Exchangeability): There must be no confounding

causal paths between the treatment and outcome in the causal graph, or all confound-

ing paths must be blocked by conditioning on observed variables in the graph. A

confounding path is defined as a backdoor path (see next section for precise techni-

cal definition).
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2. Consistency: The observed outcome under any observed treatment level must be

equivalent to the potential outcome at that treatment level, mathematically repre-

sented as: P (Y (x)) = P (Y |X = x), where Y (x) denotes the potential outcome

when treatment X is set to level x.

3. Positivity: Every level of the treatment has a non-zero probability of occurring, en-

suring that there is sufficient data to estimate the causal effect. Formally, P (X =

x|Z = z) > 0, for every level x of the treatment variable X and every level z of the

covariate Z.

In the following subsections, we’ll define specific three cases in which these conditions can

be satisfied. First, we need to define a couple formal concepts in CGM: d-separation and

backdoor paths.

A.2.2 Definitions of Key Concepts in CGM Identifiability

d-Separation. d-Separation (d-Sep) has to do with the conditional independence of sets

of variables. Two sets of variables X and Y are said to be “d-separated” if they are con-

ditionally independent when conditioned on a third set of variables Z. Formally, two sets

of nodes X and Y in a DAG are said to be d-separated by a set of nodes Z if there is no

active trail between any node in X and any node in Y given Z. A trail is active given Z

if: 1. Every non-collider on the trail is not in Z, and 2. Every collider on the trail has a

descendant in Z. In general, if the treatment and outcome nodes are d-separated given a set

of observed variables, the causal relationship will be identifiable.

Backdoor Path. Intuitively, a backdoor path is a generalization of the concept of a fork.

It is an undirected path through the causal graph that contains a node which is a causal

ancestor of both the treatment and outcome variables. It is called a ”backdoor” path because

it does not lie along any of the directed paths from treatment X to outcome Y , but rather

comes in from the ”backdoor” upstream of X . Consider the following formal definition.
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Let G = V,E be a DAG with nodes V and edges E. A directed path is a sequences of nodes

vi ∈ V such that for each subsequent node in the sequence there exists an edge ei,i+1 ∈ E.

A directed path p in G is a backdoor path from X to Y if: 1. the first directed edge on path

p is of the form u→ X , and 2. Y is a descendant of the last vertex in the path p, i.e., there

exists a directed path from the last vertex of p to Y .

Blocking Backdoor Paths. To obtain unconfounded estimates of causal effects, it is often

necessary to ”block” the influence of backdoor paths on a causal relationship. Blocking a

backdoor path means conditioning on a set of variables such that the treatment and outcome

are conditionally independent, and no confounding bias is transmitted through the path. A

path is blocked by conditioning on: 1. Any non-collider variable on the path, or 2. The

descendant of any collider variable on the path.

A.2.3 Identifiability Cases

Backdoor Criterion. The Backdoor Criterion is the simplest of the cases in which a

causal relationship is is identifiable. A causal effect is identifiable by the Backdoor Crite-

rion if there exists a set of observed variables Z such that:

1. No variable in Z is a descendant of the treatment variable.

2. The set Z d-separates the treatment and outcome variables, blocking all backdoor

paths between them and rendering them conditionally independent given Z.

Adjusting for or conditioning on the variables in set Z allows for the estimation of causal

effects from observational data by isolating the association between treatment and outcome

from confounding influences.

Front-door Criterion. The Front-door Criterion provides an alternative approach for

identifying causal effects when the Backdoor Criterion cannot be satisfied, especially when
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there is an unobserved confounder between the treatment and outcome. It also utilizes d-

separation to determine the conditions under which causal effects are identifiable. A causal

effect is identifiable via the Front-door Criterion if there exists a mediator M of the effect

such that

1. M intercepts all directed paths from the treatment to the outcome

2. All backdoor paths from the treatment to M are blocked, implying that there is no

confounder between the treatment and M .

3. All backdoor paths from the outcome to M are blocked, given the treatment.

If these conditions are satisfied, the Front-door Criterion allows for the decomposition of

the causal effect into a sequence of identifiable components, enabling the estimation of the

causal effect even in the presence of unobserved confounding between the treatment and

outcome variables.

Instrumental Variable Criterion. The Instrumental Variable (IV) Criterion is another

common approach used in CGM. It is particularly effective when treatment and outcome

are confounded by unobserved variables. An instrumental variable is one that is associated

with the treatment variable but is conditionally independent of the outcome variable given

the unobserved confounders. Mathematically, a variable Z is an instrumental variable if:

1. Z is associated with the treatment variable X , i.e., P (X|Z) ̸= P (X).

2. Z is independent of the unobserved confounders U , i.e., P (U |Z) = P (U).

3. Z affects the outcome Y only through its effect on X .

When a valid instrumental variable is identified, condition on it isolate the causal effect of

the treatment on the outcome by eliminating the confounding due to unobserved variables.
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Other Identifiability Cases. The cases described above are the most common identifia-

bility cases in CGM. However, other cases exist which satisfy the identifiable conditions,

such as the Swigler Criterion. These will not be detailed in this concise overview of CGM.

A.3 Effect Estimation

Once a causal effect is deemed identifiable, the next step is to estimate its magnitude from

the data. The estimation process often relies on the structure of the causal graph, the ob-

served data distribution, and a mathematical formalism called do-calculus.

A.3.1 Do-Calculus Axioms

Do-calculus is a mathematical framework to compute the causal effects of interventions

from a known causal graph and a joint distribution over its variables [88]. The essential

idea is to introduce a “do-operator,” to represent interventions in a probabilistic causal

system. For instance, with do(X = x) (or simply do(x)), we imagine that we set the

random variable X to the value x by some exogenous intervention, thereby cutting all the

causal paths flowing into X in the causal graph. This has cutting of the causal paths has

predictable effects on the joint distribution of the set of variables in the causal graph, and

the axioms of do-calculus articulate these effects. By defining the do-operator through

these axioms, we can create a way to imagine hypothetical interventions in causal graphs.

For causal graph G and sets of variables X , Y , W , and Z in the graph, the axioms of

do-calculus are given as follows [138]:

1. Insertion/deletion of observations: If Y and Z are d-separated by X∪W in G∗ (the

graph obtained from G by removing all arrows pointing into variables in X), then:

P (Y |do(X), Z,W ) = P (Y |do(X),W )

2. Action/observation exchange: If Y and Z are d-separated by X ∪ W in G† (the
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graph obtained from G by removing all arrows pointing into variables in X and all

arrows pointing out of variables in Z), then:

P (Y |do(X), do(Z),W ) = P (Y |do(X),W )

3. Insertion/deletion of actions: If Y and Z-subscript are d-separated by X ∪W in

G∗ (the graph obtained from G by removing all arrows pointing into variables in X),

then:

P (Y |do(X), do(Z),W ) = P (Y |do(X),W )

These rules allow us to transform expressions involving interventions into expressions that

can be computed directly from observational data about the variables. This formalism is the

crux of CGM’s power for determining identification criteria and estimating causal relation-

ships from observational data, because it allows us to determine which variables must be

observed and conditioned on to measure the causal magnitude of a particular relationship

in a given causal graph.

A.3.2 Average Treatment Effect (ATE) Estimates

The Average Treatment Effect (ATE) quantifies the expected difference in outcomes due

to a treatment or intervention across the entire population. For instance, for a discrete

treatment with no confounding variables the ATE is given as

ATE = E[Y |do(X = 1)]− E[Y |do(X = 0)]

where Y |do(X = 1) represents the outcome under treatment conditions, and Y |do(X = 0)

represents the outcome under control conditions. When the ATE is identifiable, per the

identifiability conditions described above, the do-calculus axioms can always be used to
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reduce the do-notation expression to a set of simple conditional probabilities expressions

in terms of the observed data.

This computation of ATE expressions can be very complicated in complex graphs and

difficult identifiability situations. However in practice these expressions can be obtained

using modern causal inference libraries, such as the python package DoWhy [48], which

implement do-calculus. DoWhy can be used to determine identifiability and to compute

the ATE expressions. Additionally, DoWhy lists the key assumptions associated with each

ATE expression (such as no unobserved confounding in the case of the Backdoor Criterion).

See Figure A.1.

Figure A.1: A demonstration of using DoWhy to compute average treatment effect (ATE)
estimands from causal graphs.

A.4 CGM and Causal Loops

Causal graphical modeling makes a key assumption that somewhat complicates its appli-

cability to complex systems which evolve over time: it assumes that the causal graph is

a DAG, i.e., that there are no feedback loops in the system. Fortunately, a relatively sim-

ple approach exists to address this limitation and apply CGM to systems with feedback

loops. Consider a simple causal graph with a feedback loop. We can simply “unroll” the
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graph over time, so that the variables of the prior timestep causally influence the same set

of variables at the subsequent timestep, in this way producing a DAG from a non-DAG

graph (see Figure A.2). This results in a repeating lattice over time, where each discrete

time step is identical, and the “weights” of the causal graph are shared across timesteps. In

particular, if we measure the ATE of edge Xt → Yt, it is definitionally identical to the ATE

of Xt−dt → Yt−dt. When one has time series data (as is generally required for these causal

inference methods), this form of the causal graph is easy to utilize.

Figure A.2: A diagram of how to “unroll” causal graphs over discretized time, to produce a
causal DAG out of a non-DAG causal graph. Note that Ẋ = dX

dt
, and dt is a small amount

of time.
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APPENDIX B

TRANSFORMER LANGUAGE MODELS

In December 2017, Google researchers introduced a class of neural network models called

“transformers” [139], which take in an ordered sequence of numbers (generally encoded

words) and produces an ordered sequence of numbers (again, often decoded as words).

Transformer models leverage a neural network architecture called ”cross attention” in which

the neural network can adjust its own weights and biases for a given element in the sequence

based on the context surrounding the element in the rest of the sequence. In language ap-

plications, this allows the network to learn complex grammars and use context across the

entire length of the input text.

In May 2019, these researchers debuted BERT [140], a transformer model pretrained

on large volumes of English text, which is capable of many different text-related tasks. A

followup paper by Facebook produced RoBERTa[94], a version of BERT which performs

better on web text such as social media. These language models, especially RoBERTa, en-

able the work in Chapter 5 and Chapter 7, which would not previously have been possible.

In this appendix, I’ll briefly explain how I apply transformer models to do text classifica-

tion, text regression, and text embeddings.

Tranformers for Classification and Regression. BERT-based models can be specialized

to do supervise machine learning for text classification and regression. For classification,

the model takes in a text and produces class labels as its first outputs in the sequence (see

Figure B.1). The model can be trained on manually-labeled text examples. Regression

works similarly, with numerical outputs replacing class labels. In 2022, transformer-based

models still produce state-of-the-art results for text classification and regression (e.g. tweet

classification and targeted sentiment analysis).
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Figure B.1: An illustration of the BERT language model. It takes in a pair of short texts,
encodes them as a sequence of vectors, and produces a numerical output, often interpreted
as a class label. Illustration reproduced from [140]

Tranformers for Semantic Text Embeddings. BERT-based models have been trained

to produce semantic text embeddings [135], i.e. vector representations of texts which are

defined such that similar vectors represent semantically-similar short texts (generally sen-

tences or short paragraphs). In applications, we pass this pretrained model a short text and

it produces a vector embedding of each token in the text, as well as an overall embedding

of the whole text. These embeddings are useful in a variety of applications, and in Chap-

ter 7 we apply them to perform keyword extraction by measuring the semantic relevance of

different candidate keywords to a text (see subsection 7.6.1).

Large Language Models. In late 2022, the state of the art for natural language process-

ing (NLP) began to shift dramatically with the release of ChatGPT and the mainstreaming

of Large Language Models (LLMs). LLMs now present a novel way to perform many of
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the NLP tasks mentioned in this work, including text classification, keyword extraction,

target sentiment analysis, and stated belief extraction. While traditional methods like those

used in this work remain preferable in many cases due to their greater scalability, LLMs

offer greater power and flexibility enabling social media researchers to perform more com-

plex assessments of text data with less labor hours. Of particular interest in this work is

stated belief extraction, which proved infeasible with traditional methods and given time

constraints for this work. Small tests conducted after the conclusion of the analyses in

Chapter 7 showed that LLMs like GPT-4 and Mistral-7b can perform stated belief extrac-

tion adequately well with relatively simple prompting. However, in late 2023, we find that

using LLMs for this kind of data processing is infeasible as the volume of data approaches

millions of posts, as were used in these analyses, so we opted not to update and extend our

work at this time.
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APPENDIX C

MULTIVARIATE HAWKES PROCESSES

In Chapter 7, we treat sequences of actions by individual Twitter users as a point process.

Specifically, we let their Like events and Tweet events be different types of events in a

Multivariate Hawkes Process, and we use this formalism to infer the causal interactions

between events. In this appendix, we briefly introduce the Multivariate Hawkes Process

and an inference method for determining how events in the process are causally related.

C.1 Point Processes

Xu [134] defines a temporal point process as a random process whose realization consists

of a set of discrete events in time ti with ti ∈ [0, T ]. The simplest example is a Poisson

process, in which events randomly occur at a constant mean rate, µ. For a Poisson process,

the expected number of events that occur in the time interval [0, T ] is given as:

E[N(T )] =

∫ T

0

λ(t) dt =

∫ T

0

µ dt = µT (C.1)

where N is the number of events, E indicates an expectation value, and λ is called the

”intensity function” and it indicates the expected rate at which events will occur at time t.

For Poisson processes, the event rate is constant over time, so λ(t) = µ. We can define

more complex point processes using this idea of an intensity function.

C.2 Hawkes Processes

Another useful temporal point process is called a Hawkes Process, in which each event

increases the likelihood of subsequent events for some time (see Figure C.1). Hawkes
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Figure C.1: An illustration of a Hawkes process intensity function. Illustration reproduced
from [141]

Processes are defined by the form of their intensity function, which is given as:

λ(t) = µ+
∑

i : ti<t

ϕ(t− ti) (C.2)

where ϕ(x) is the ”excitation function.” Excitation functions are always nonnegative and

are usually defined so that they decay exponentially as x → ∞. This fast decay ensures

that the intensity function λ(t) remains finite even as the point process accumulates more

events over time (i.e. as t→∞ and |{ti : ti < t}| → ∞).

Note that the excitation function ϕ characterizes how events can cause future events.

This is what makes the Hawkes process formalism useful for us.

C.3 Multivariate Hawkes Processes

Hawkes process of the form Equation C.2 are designed to model temporal point processes

where all events are identical. For temporal point processes with multiple different kinds

of events, such as Tweet events and Like events, we can generalize Hawkes processes to

multivariate Hawkes processes (see Figure C.2).

To define multivariate Hawkes processes, let B be the set of types of events involved

in the multivariate Hawkes process (e.g. B = {Likes,Tweets}); let a ∈ B and b ∈ B be

indexes for specific event types (e.g. a = Likes, b = Tweets); and let tb,i be specific events
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Figure C.2: An illustration of intensity functions of a multivariate Hawkes process. Illus-
tration reproduced from [142]

of type b (e.g. tb,i is the time a specific Tweet occurred). We can then define multivariate

Hawkes processes as temporal point processes with intensity functions of the form:

λa(t) = µa +
∑
b∈B

∑
i : tb,i<t

ϕa,b(t− tb,i) (C.3)

where λa(t) is the intensity function for events of type a, µa is the baseline rate for events of

type a, and ϕa,b is the excitation function which determines how events of type b precipitate

subsequent events of type a. Note that a = b is the self-excitation case where events of type

a precipitate more events of type a. Also notice that for the case |B| = 1 (and therefore

b = a ∀b ∈ B), this reduces to the univariate Hawkes process defined in Equation C.2.

C.4 Inferring Excitation Functions

To use multivariate Hawkes models to understand real observed event streams, such as

the Like and Tweet events performed by a Twitter user, we are primarily concerned with

using the observed event sequences tb,i to infer the excitation functions ϕa,b. The excitation

functions allow us to see to what degree events of type b produce additional events of type

a, and over what time period. This is of particular importance for understanding the causal

relationships between different types of events in the point process.
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A number of methods have been developed to perform this inference. We tried several

and found the method described by Xu [134] to be most robust. To apply this method in

our work, we used the published reference implementation [143]. I’ll offer an overview of

the method here, but for a full treatment I refer the reader to the original paper.

This inference method strives to achieve a flexible nonparametric fit of ϕa,b and µa for

all a ∈ B and b ∈ B. In practice, it approximates the function ϕa,b as a sum of Gaussian

curves with fixed means (at regular intervals on the time axis) and fixed variances (typically

set to be the interval width divided by π). The method works by then parameterizing the

function ϕa,b by the amplitudes of the gaussians, Aa,b,j .

ϕa,b =
∑
j

Aa,b,j e
−(x−cj)

2/(2σ2) (C.4)

These amplitudes Aa,b,j and baseline rates µa are inferred by an expectation maximization

(EM) algorithm, which is a convex optimization that guarantees convergence on the global

optimum (after sufficient iterations).

The major innovation of this method in particular is that it also applies a regularization

scheme in which near-zero amplitudes are suppressed by an L1 regularization, and whole

intensity functions ϕa,b which are near-zero are suppressed by a group lasso regularization

(i.e. a single L1 regularization shared across the multiple amplitude parameters which

specify ϕa,b). This regularization scheme ensures that false inferences of nonzero excitation

functions are prevented, and therefore that an inferred nonzero excitation can be taken as

evidence of Granger causality (see Appendix D). This causal inference property is the key

reason we needed to use this method for Chapter 7.

For appropriate choices of σ and cj , this inference method can reliably yield an empiri-

cal approximation of ϕa,b for the observed event sequences. However in practice its efficacy

is limited by data density. For instance, if cj− cj−1 is too small, the amplitude Aa,b,j can be

underconstrained, and this may yield noise or a false zero value. Therefore large volumes

142



of data are required for high temporal resolution of ϕa,b.

C.5 Causation and Confounders in Hawkes Processes

Hawkes processes can lend themselves nicely to causal analyses, because they inherently

establish both precedence and predictive relationships between events and they can be com-

plemented by tools like CGM (Appendix A) to identify and then account for confounders,

as illustrated in Chapter 7. In Hawkes processes, confounders may be controlled for in two

main ways. First, we may include them as additional event types (as in Chapter 7). Sec-

ond, we may make the baseline event rates, µa, a fitted function of confounding variables,

either as static features or as time series features. When using methods like these, we may

sometimes refer to ”causal Hawkes processes,” by which we mean the use of Hawkes pro-

cesses in conjunction with CGM or other causal reasoning frameworks to perform causal

inferences.
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APPENDIX D

GRANGER CAUSALITY

Granger causality is simple heuristic used for causal inference. Granger causality operates

on two philosophical principals: 1. Causes precede effects in time, 2. Causes contain

unique information helpful for predicting effects. If event X has ”Granger-caused” event

Y , we define the general form of Granger causality as [144]:

P [Y (t)|I(t− 1)] ̸= P [Y (t)|I(t− 1), X(t− c)] (D.1)

where P is probability, X is a possibly causal event, c is some temporal offset (often 1), and

I is the all the information which may be relevant to the evolution of the system, excluding

the information in the causal event X . We can apply this general idea to time series and to

point processes.

Assumptions: Completeness of I. The reliability of the Granger-causal method hinges

on whether or not your set of confounding variables I are complete; if you exclude relevant

information, the analysis is flawed. In practice, the causal inference is trusted if researchers

agree that the confounding variables which were included were reasonably comprehensive.

Time Series. In Chapter 5, we treat public health outcomes (e.g. COVID deaths per

capita) and social media post volumes (i.e. number of antivax Tweets per capita) as time

series. Typically when analyzing time series, Granger causation is tested using a regression

model where lagged independent variables X (e.g. antivax Tweet volumes) and confound-

ing variables I (e.g. socioeconomic confounders) are used to predict dependent variables

Y [145]. If it is found that the lagged independent variables X significantly predict the de-

pendent variables Y after controlling for confounders I , we can say that X Granger-cause
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Y .

Point Processes. In mutlivariate point processes, if an events of type X tend to precipitate

events of type Y (after considering the effects of other relevant events I), we can say

that X Granger-causes Y . This inference process is somewhat less common than Granger

inference from time series, so I’ll explain it here in some detail.

In Chapter 7, we treat user behaviors on social media as a point process, and try to infer

the causal relationships between different behaviors. For instance, causal events of type X

might be the user ”liking a tweet about a topic,” and response events of type Y might be

the user ”authoring a tweet about that topic.” If we find that, after including the effects of

other user behaviors, events of type X make events of type Y more likely in the future, we

can say that X Granger-causes Y . The formalism of Mutlivariate Hawkes processes (see

Appendix C) lend themselves nicely to this formulation.

In Multivariate Hawkes processes (see Appendix C), we quantify these causal influ-

ences by using ”excitation functions,” ϕY,X , which indicate the increased rate at which

events of type Y happen after an event of type X occurs (accounting for the effects of all

other events). If the excitation function ϕY,X is nonzero, we can say that X Granger-causes

Y . The task of inferring Granger causality in Hawkes processes is then reduced to a task of

inferring the excitation functions with appropriate regularization; the regularization ensures

that excitation functions which are actually zero are inferred as zero. Fortunately, methods

for performing inference of excitation functions have been thoroughly developed by other

researchers [134, 143], and we apply their method in Chapter 7. This method is briefly

described in Section C.4.
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APPENDIX E

COMPARTMENTAL EPIDEMIC MODELS

Compartmental epidemic models [146] are a type of mathematical model used to under-

stand the dynamics of infectious diseases. They divide the population into ”compartments,”

each representing a different stage of the disease, and describe the transition of individuals

between these compartments using differential equations. In this appendix, we provide a

brief overview of the Susceptible-Infectious-Recovered (SIR) and Susceptible-Infectious-

Recovered-Vaccinated (SIRV) models.

SIR. The SIR model [147, 146] is one of the simplest compartmental epidemic mod-

els, dividing the population into three compartments: Susceptible (S), Infectious (I), and

Recovered (R). Susceptible individuals can become infected when they come into contact

with infectious individuals, and infectious individuals can recover and gain immunity. The

model is usually represented by the following set of ordinary differential equations:

dS

dt
= −βSI

dI

dt
= βS

I

N
− ρI

dR

dt
= γI

where β is the transmission rate and ρ is the recovery rate, and N is the total population,

N = S + I + R. The basic reproduction number, R0, is given by β
ρ

and represents the av-

erage number of secondary infections produced by one infected individual in a completely

susceptible population.
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SIRV. The SIRV model extends the SIR model by including a Vaccinated (V) compart-

ment. This compartment represents individuals who have been vaccinated and have ac-

quired immunity to the disease. The vaccination is modeled as a rate at which susceptible

individuals move to the vaccinated compartment, avoiding the infectious compartment. The

model can be represented by the following set of ordinary differential equations:

dS

dt
= −βSI − νS

dI

dt
= βS

I

N
− ρI

dR

dt
= ρI

dV

dt
= νS

where ν is the vaccination rate, β is the transmission rate, and ρ is the recovery rate. Indi-

viduals in the Vaccinated compartment are assumed to be immune to infection and do not

contribute to disease transmission.
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